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These notes were taken for the String Theory course taught by R.A. Reid-Edwards at the University of Cambridge as
part of the Mathematical Tripos Part III in Lent Term 2019. I live-TgXed them using Overleaf, and as such there may be

typos; please send questions, comments, complaints, and corrections to itel2@cam.ac.uk.

Many thanks to Arun Debray for the IATEX template for these lecture notes: as of the time of writing, you can find him
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Note. This is a 24 lecture course with lectures at 11 AM M/W /E. There will be PDF notes available online
somehow (TBD), and also 3 + 1 problem sets plus a revision in Easter. The instructor can be reached at

rar31@cam.ac.uk. Some recommended course readings' include “easier” texts:

IMost of these are published by Cambridge University Press. Conspiracy- string theory was invented by CUP to sell textbooks?
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o Schomerus’
o (Becker)? and Schwarz’

and “harder” texts:

o Polchinski, Vol 1.J:
o Liist and Theisen”’
o Green, Schwarz, and Witten.”

Introduction Here are some of the major topics we’ll be covering in this course.

o Classical theory and canonical quantization

Path integral quantization

Conformal field theory (CFT) and BRST quantization
Scattering amplitudes

Advanced topics (more on this later).

O O O O

Historically, string theory emerged from ideas in QCD, the theory of the strong force. However, it
really took hold as a theory of quantum gravity in the quest to reconcile quantum mechanics with general
relativity. A bit of expectation management, first. Some of the motivating ideas which string theory
attempts to address are as follows:

What sets the parameters of the Standard Model?

What sets the cosmological constant?

Failure of perturbative GR (problems in the UV- gravity is non-renormalizable)

The black hole information paradox (quantum information in gravitational systems)

How do you quantize a theory in the absence of an existing causal structure? (Most of the causal
structure of spacetime is encoded in the metric. But what if it’s the metric itself you're trying to
quantize?)

O O O O O

There are alternatives to string theory— for instance, one can do QFT in curved spacetime to learn about
some limit of quantum gravity. There’s also loop quantum gravity and causal set theory, among others, but
we won't really discuss those in this course.

What is string theory? We just don’t know.

In some sense, string theory is a set of rules which, given a 10-dimensional classical spacetime vacuum,
allows us to do quantum perturbation theory around this vacuum. By doing perturbation theory, we seem
to arrive at a unique quantum theory (details of this to be discussed more later).

In the popular science conception of string theory, we imagine replacing particles with strings, and the
harmonics of these strings correspond to different particles, including the graviton. How do we reconcile
this with the idea that gravity is just a function of the curvature of space time? Answer: we assume that we
are close to some well-understood solution with metric 77, and take the new metric to be a perturbation,

Suv(X) = Ny + Iy ().

Now that we have some spacetime structure, we can start to talk about interactions. We might have a
propagator for strings, and also interaction vertices with some rules. We might think that an equivalent of
Feynman diagrams emerges to tell us how strings can mingle and talk to each other.

In QFT, we were given some Lagrangian and from that Lagrangian, we derived interactions and Feynman
rules. But in string theory, the situation is a bit backwards. It’s as though we’ve been given some Feynman
rules which do seem to reduce to the particle interactions in some limit, but we don’t in some sense know
the underlying theory where these rules come from.”

2 Available here for users with access to Cambridge University Press online: https://doi.org/10.1017/9781316672631

3Ditt0: https://doi.org/10.1017/CB09780511816086

4Here: https://doi.org/10.1017/CB09780511816079

5Possibly available through Springer Link but not a CUP publication. https://link.springer.com/book/10.1007/BFb0113507
6Here: rlhttps:/ /doi.org/10.1017/CB09781139248563

7“There are many reasons to study string theory. I suppose for you lot, you've got nothing better to do between the hours of 11 to
12.” -R.A. Reid-Edwards
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Classical theory In quantum mechanics, we have time t as a parameter and position X as an operator. Of
course, when we started learning quantum field theory, we were motivated to take our quantum fields
$(x,t) as operators and demote x to a simple label, so that (x,t) are both parameters. Space and time are
on equal footing. This is the “second quantization” approach.

However, this isn’t the only way we could do it. We could look for a formalism in which £/ = (%,f) are
operators.

Example 1.1. Consider the worldline formalism. Imagine we have a massive particle propagating on a flat
spacetime with metric 77,,,. A suitable action for this theory might be

Slx] = —m /52 ds, (1.2)

where we use natural units of i = ¢ = 1 and the m is some mass due to dimensional concerns. This has a
sort of geodesic interpretation for some integration measure ds. We can parametrize the worldline (e.g. in

terms of proper time) such that
[
Six] = — / AT —n g, 13
o] = —m [ dry /g 13)

Here, dots indicate derivatives with respect to proper time. The conjugate momentum is then
mxy

v/ —x2

which obeys P? + m? = 0, so this is an “on-shell” formalism. We could then vary S[x] with respect to
trajectories x¥(7) to find the equations of motion. We could imagine doing the same for an extended object

and tracing out a “worldsheet” instead.
However, before we do that, let us revisit our action 1.2. In particular, we shall rewrite it as

S[x,e] = % /dT (e—l;ywx”xV - emz) . (1.5)

This new action has a sensible massless limit, unlike the previous action. For our new action, the x#(7)
equation of motion is then

Pu(t) = — (1.4)

d

dfT(eflxﬂ) =0 (1.6)
and the e(7) equation of motion gives

2%+ e*m? = 0. (17)

Now e(T) appears algebraically, so we can substitute it back into the action to recover our previous
formulation 1.2.°

Our theory also has some symmetry. If we shift the proper time by a function T — 7+ {(7), then x and
e change as

oxt = xH
d
de = E(ée).

We can use the one arbitrary degree of freedom to gauge fix ¢(7) to a convenient value.
There’s also a rigid symmetry which takes

(1) = AFyxY(T) 4 a¥,
8Explicitly, we see that
Slx,e] = % /dr(e*1x2 —em?)
= % /d'r(e’l(—ezmz) —em?)

= /d'r(—emz)

and by setting e = 1/m we recover 1.2.
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. . . P . . . 9
which we may recognize as Poincaré invariance in the background spacetime.”’

Non-lectured aside: reparameterization invariance Here, we’ll explicitly show that the action 1.5 is
invariant under the transformation
T— 1+ (7). (1.8)
For some reason, this is not spelled out in either David Tong’s notes or the standard textbooks I've consulted
so far.
We make the assumption as in lecture that x and e change as

oxtt = gt
d
de = E(@e).
If so, then note that
d d
H) = — "y — ¢
o(xH) e (6xH) e (AxH) (1.9)
and
1 11 1
T30 ~o gé(e) = (e ) = 625(3). (1.10)

To perform this calculation, we’ll also need the equations of motion from lecture, 1.6 and 1.7, reproduced
here:

d, 1.
E(E Lty =0

and
P4 efm? =0.

Let’s vary the action!
1

55lv.e] = 5 / AT [5(e) 57 + € ()2 + e L 646 (57) — 8(e)m?]

d

1 1 2 -1 Y v 2
= E/dr _—825(e)x + 2e ﬂwdT(/\x”)x” —d(e)ym }

_1 . __1 .2 2.2 —1.v i S
= 2/dT _ 825(3)(x +me”) +2(e % )nwdT(Ax )

_1 d 1.2
_§/dTE(M 1)
=0

In going from the first to the second line, we have explicitly substituted the variations for e~! and for x#.
In going from the second to the third, we simply regrouped terms into ¥ + m2e?, which is zero by the
equations of motion, and into 1%, which is constant by the other equation of motion and therefore can
be moved inside the total time derivative %.

We see that after variation, what remains is simply an integral [ dt of a total derivative, which is zero
when evaluated at the endpoints of the action integral by the boundary conditions. Therefore the action is
indeed invariant under reparametrization. X

Lecture 2.
( Monday, January 21, 2019

Last time, we introduced a worldline action with an einbein e (auxiliary field).
1 1, s 2
S[x,e] = 3 /dT (e XM X" — em ) .

9We can see that the action respects this symmetry, since it only depends on ## and not x# (so translational symmetry is preserved)
and 77y X#2Y = 11 AF 27 AV 2T = 17,377, s0 #2 is also preserved under Lorentz transformations as it should be.
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In the massless limit, this reduces to
1
S[X,e] = EdTe_lgWxVx", 2.1)

where we have replaced the Minkowski metric with some generic metric. The classical equations of motion
for X*(7) then give the geodesic equation,

X410 XVXA =0 (2.2)
The e(T) equations of motion would give some constraints. However, if we attempted to quantize this
theory, we would find that the background metric g, is not actually deformed in the solutions. Rather
than being dynamic as in general relativity, it’s sort of a thing that is given to us and sits in the background,

unchanging, which is why for a particle this is not a theory of quantum gravity. As we’ll see, this is not the
case for strings.

Strings As a string moves through some flat spacetime M with metric 7, it sweeps out a worldsheet X.
Assume that the string is closed, so it has a coordinate ¢ (along the length of the string, if you like):

o~0+2nm,n € 7.

And it moves through time as parametrized by a proper time 7, so the embedding of the worldsheet is
given by X* (o, 7). That is, o and T provide good coordinates for the worldsheet in M.

Definition 2.3. We call these X/ embedding fields. They are maps X : ¥ — M from the worldsheet to the
background spacetime manifold.

We also say that the area of the worldsheet X is given by
area = /de(T\/— det (1,0, XH9pX") (2.4)

where ¢? = (t,0) so that 9, = %. In fact, we shall introduce an extra factor know (for historical reasons)
as o' and write

1
SIX) = —5— / dtdo [~ det(10 2, X1, X"), 2.5)
where &’ is a free parameter. We often refer to the string length,
Iy =27tV (2.6)
or the tension ,
T= e 27)
Definition 2.8. The object
Gab = nyvaaXﬂabX” (29)

is an induced metric on ¥, and the action 2.5 is called the Nambu-Goto action.

Having just defined this, we won’t really do anything with it for the rest of the course. Bummer. However,
to make up for it, let’s write down a new and improved action, the Polyakov action.

Definition 2.10. Consider the action

S[X,h) = —

o /Z 20/ =T h 17,0, X" 9 X" (2.11)
This should remind us of what we did with the einbein last lecture, where we introduced e into our action.

This Polyakov action is classically equivalent to the Nambu-Goto action, since this auxiliary & which we
have introduced will turn out to be non-dynamical.

The h,;, equations of motion are given by a weird variation of the action,
2 4S5 0
NEra

These equations of motion give the vanishing of the stress tensor, T,;, = 0, where

(2.12)

T =~ (aﬂ X1, — ;hahacx?‘adeh"d). (2.13)
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Note that in two dimensions, T,,h"’ = 0, i.e. T, is traceless. This is our first indication that something is
different about two dimensions.
The X" equations of motion are

1
V—h
Now we could imagine adding a cosmological constant (which would cause the trace of the stress tensor to

change) or perhaps some sort of Einstein-Hilbert term to our metric /,;. But we’ll see why this might be
more complicated than it initially seems.

(92 —hh™9,XH) =0, DOX* =0. (2.14)

Symmetries The Polyakov action 2.11 has the following symmetries:

o Rigid (global) symmetry, X* (o, T) — A¥, X" (0, T) + a¥ (Poincaré invariance).
o Local symmetries— the physics should be invariant under reparametrizations of the coordinates of
the worldsheet, so under transformations 0¥ — ¢’%(c, 7). The fields themselves transform as

XM, ) = X" (o, 7)

90’¢ 9o’
hab (Ur T) = o0® 9ot héd(o-/r T/)'
Infinitesimallly, this means that ¢ — ¢ — {?(0, T), which gives us the variations
SXH = 19, X"

5hab = Ccachub + aagchcb + abgchca = Va(;(b + nga
5V —h = 3,(&°V=h).

Note this second variation, dh,;,, can be written in terms of some covariant derivatives for an
appropriate connection, but we won’t usually bother.
o Weyl transformations— we send

X' (o, 1) = X*(0,7T)

W, (o,7) = eZA(”’T)hub(U, 7).

Thus 6X# = 0 and éh,, = 2Ahy,. Under such transformations, we have three arbitrary degrees of
freedom in (¢% A) (two from the two components of ¢ plus one from A), and we can use them to
fix the three degrees of freedom in h,;, (there are three, since /1 is symmetric and 2 x 2).

Classical solutions Let us now use reparametrization invariance to fix

-1 0
hap = ez¢77abr Nap = ( 0 1) : (2.15)
The Polyakov action then becomes
1 .
X]=— 2r(—X* 4+ X" 2.1
SX) =~ [ o~ +X?), 216)
where
. oxXH oxX#
Xt=—-, XFt=—"— 2.17
ot ’ Ty (217)

and squares are taken by contracting with the metric f,;,. In that case, the X* (o, T) equation of motion
becomes the wave equation in 2D, so solutions are of the form

Xt (o, 7) = Xk(T—0) + X} (T +0). (2.18)
Moreover, since we have a wave equation it is useful to introduce modes (), &), ) where

1 ! . jaf 1w e
Xp(t—0) = Ex” + %p”(r—a) +z\/% Y Eaﬁ,‘e in(t=0), (2.19)
n#0
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where x#, p# are some constants in (7,0) and similarly the left-going modes are

1 / T 1,
X} (v +0) = 5x+ %p”(‘f +0) + iy /"‘E Y —allein(rio), (2.20)
n#0 n

It's sometimes useful to define a zero-mode,

N ‘L’pu 2.21)
0 0 2 : .
Lecture 3.
( Wednesday, January 23, 2019

Two announcements. First, the official course notes will be released this weekend (I'll link them here
soon). Second, today’s colloquium is being given by Johanna Erdmenger, a Part III alumna working on
AdS/CFT (gauge-gravity duality). The ideas in AdS/CFT were motivated by stringy concepts, and so
should be relevant to our course.

Last time, we introduced the Polyakov action,

1

S 4o

/ 20/ T 17,0, X" 9 X" 3.1)
X

Note that i = det(h,;) with h,, considered as a 2 x 2 matrix. The equations of motion for h,, gave the
requirement that the stress tensor vanishes, T,;, = 0, with

Ty = 32X, X, — %hahaCX%acxﬂ. (3.2)

Here, a, b indices are raised and lowered with the appropriate metric h,, and pv indices are raised and
lowered with 77,y.
Now, how does the Polyakov action relate to the Nambu-Goto action? Let us define the quantity

Gap = 92 X9y X,s. (3.3)
If T,; =0, then by 3.2,
1
Gab = 5tab (' Geg)- (34)
Taking determinants of both sides yields
1 z 1 2
det(Gy) = <2th ch> det(ha) = (thch) h. (3.5)
Therefore
24/ —det(Gpp) = (h"Gup)V—h = vV —hh™3,X"3;,X,,. (3.6)

Substituting this back into the Polyakov action now gives us
1

dPoy/—
T /Z (o det Gy,

the Nambu-Goto action. However, the Polyakov action is nicer to work with since it does not involve square
roots of the coordinates X.

S[X] = —

The stress tensor Recall that the conjugate momentum to X* is

1

Py = melxw (3.7)

where a dot is a derivative with respect to proper time 7. We can define a Hamiltonian density H as

. 1
H=PBX'— L=

— (X2 +X'?). (3.8)
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Definition 3.9. For our Hamiltonian formalism, we’ll also need some Poisson brackets which we denote
{, }pp (to contrast with another use of brackets later in the quantum theory). Given F, G defined on the
phase space, we have

27
{F,Ges = /0 d”(&XiF(a) 51354((30) - (513(;,?0) 5)?#?0) > (310
In particular, {X*(t,0), P,(t,0")} pp = 6,5(0 — o).
Last time, we introduced a mode expansion
Xt (o, T) = XR(t—0)+ X} (t+0), (3.11)
writing e.g. the right-going mode in terms of modes «;,
Xe(t—0) = %x” + %/p”(r —0)+ i\/g ) %aﬁe‘”‘“_"), (3.12)

n#0

and something similar holds for X} using the modes &),.
Let’s try to work in terms of modes rather than the embedding fields X*. We assert that the Poisson

brackets acting on the modes b, &l are
{ay, o Y pp = —imSy, " (3.13)
{ah, &} pp =0 (3.14)
{&h, &} pp = —imSy,—ny"" (3.15)

for n # 0,m # 0. If we define ocg =ap = \/gp?‘, we see that {x*, p, }pp = 5.
Let’s see why this might be reasonable. We will set T = 0 so that

! 1 . .
XH(o) =2 +iy/ L y 7(0(%6171(7_'_5(%871710),
2 n#on
14

N P 1 1 : / _ _ /
PV(0_>_E+E Mrr;(J(anelmU +“Vme zm17>.

Recall that we get P¥ by deriving X*(t,0) with respect to T and dividing by a factor of 27t. (Check this
expression for PY(c, 7 = 0)!)
Now we can compute the Poisson bracket: it is
1

{XH(O'),PV(UJ)}IJB = %{x}l, pV} _ o= 1

Z o™ ({a%,afl}ei(’””"”/) + {aﬁz,a;}e*i(*"”””’)). (3.16)
n,m=+0

Using the Poisson bracket relations on the modes and the “periodic delta function”

N L - im(c—c')
S(oc—0') = P m:Z_ooe , (3.17)
one can show that
{X"(0,7),P"(0,0")}pp = n"'6(c — &'). (3.18)

The Wit algebra We'll quickly introduce the following concept. On our worldsheet, it will be useful to use
light-cone (null) coordinates

ot =1t+0. (3.19)
Thus the metric becomes
_ 0 =1\ /dot
2_ 412 2 _ + 3
ds® = —dt° +do” = (do",do ™) <_% 0 > <d0_>. (3.20)
Derivatives become .
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In these new coordinates, the action and equations of motion become

1 _
SIX] = —5— /Z dotdo™ 9, XM X, 9,0 XM =0, (3.22)
The stress tensor becomes
1 1
Tip =~ X', Xy, T-— =70 X' X,, (3.23)
with T _ = 0 since this is nothing more than the trace of Tp,.

We can introduce modes I,;;, I, for the stress tensor, writing

1 21 .
Iy = —— doT__e 7
27 Jo

1 2 +inoc
Zn = —EA dU’T++€ .

Again, our goal is to work with modes rather than the entire solutions.

For instance,
J_XH = “—/Za”e_"’w where o = “—/p”.
V2 & 0= V72

Lecture 4.
( Friday, January 25, 2019

Last time we introduced the light cone coordinates on X, defined as 0T = 7+ 0. Recall also that we

want to work with modes rather than embedding fields, and for T = 0, the modes are given by

__ 1 doT__(o)e ™M
"T2m o T
1 27

I, = T doT 4 (0)et™M7,
with T, = 0.

We shall see that I, [, are conserved quantities on the space T,; = 0. Using

7 ) /
0_X' (o) =/ % ;oc,ﬁ'e_”w, where a) = 4/ %p”,

we would like to get expressions for the stress tensor modes I, in terms of the string modes a},. We
postulated some Poisson brackets on the modes, which will hopefully help us out in this calculation.
For instance,
1 27 .
doo_X -9_Xe"

" 2mal Jo

1 27 .
=—Y ay- ocp/ doe!(mtp—m)o
47 my 0

Using these expressions and the PB relations for the as, one can (and should) show that the /,; satisfy the
following Poisson brackets:

{lm/ ln}PB = (m - n)lm+n
{l-m/ l_n}PB = (m - ”)l_m+n
{lm/l_n}PB = O-lern
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This is often called the Wit algebra, and it is related to the Virasoro algebra in the quantum theory. n.b. the
stress tensor modes Iy, 1, lo, [11 generate the Lie algebra of SL(2,C).
Now, the Hamiltonian may be written as

27
- ﬁ /O do((04X)? + (9-X)%) (4.1)
= %Z(a_n-lxn F Ry Ry) (4.2)

Anticipating the quantum case, we will call these | modes Virasoro generators.
On the constraint surface I, =~ 0, one can show that {H,I,} ~ 0, since
% = {H/ ln}PB = —nly. (4.4)
Canonical quantization We have been working entirely with the classical string so far, and our main
approach will be the path integral formalism. However, it may be enlightening for us to consider how to
canonically quantize the string.

In the classical theory, we have {X*, P, }pp the Poisson bracket, with T, = 0. In going to a quantum
theory, we could impose T,, = 0 and promote variables to operators, {g#, 7, } pg, and then promote the
Poisson bracket to a commutator of quantum operators, i[g#, 7, |. That is, we first constrain the phase space
and then quantize. This gives us a Hilbert space H; . on the light cone.

On the other hand, our approach will be a little different. We can quantize first, {-,-}pp — i[-, -], giving
us commutators [X#, P,], and then impose T,, = 0, where T,;, is now an operator and the constraint is
Tap|p) = OV|¢). This will yield another Hilbert space H g, which we hope (and could prove, although it is
non-trivial) is equivalent to the light cone Hilbert space.

Thus in our approach, we start by replacing fundamental Poisson bracket relations with canonical
commutation relations,

{X¥, Py} — —i[X", P, (4.5)

and can do something equivalent for the a};, &, modes.
We now introduce the Virasoro operators

1
L, = 5 Y nm -, #0, (4.6)
m

where we distinguish the L,s from the classical I, since the quantum Ls do not quite satisfy the Wit algebra.
L, is defined equivalently.
We also introduce a vacuum state |0), which we will define as the state annihilated by all « modes,

ah|0) = 0 for n > 0. (4.7)

We think of a};, n > 0 as annihilation operators analogous to those of the harmonic oscillator, and 7 < 0
as creation operators.'’ What are these operators creating and annihilating? Harmonics of the string,
essentially.

We now notice an ambiguity in the definition of Ly and Ly. We have

Ly = 1uc% + Y ayap, (4.8)
2 n>0
but note that the a_; - a;; terms have an ordering ambiguity.

To resolve this, we define normal ordering (denoted by ::) in the usual way, moving all creation operators
to the left and all annihilation operators to the right. We then define composite operators using this
ordering, e.g.

T__(07) = —% 10-XFo_ Xyt 4.9)

1044 is a little special and has to do with the center of mass of the string, though it does annihilate the vacuum.
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Physical state conditions We define the number operators N, N, by

NNy =a_y &y, 1Ny =&_y, - &y, (4.10)
and the total number operators as
N=) nN, N=) nN,. (4.11)
n n
The Lo, Ly may be written as
o o -
Lo= sz +N, Ly= sz +N. (4.12)

Next time, we will impose the conditions
Ly|l¢) =0,n >0and (Ly —a)|p) =0 (4.13)
for |¢) to be a physical state, with a € R.

Lecture 5.
( Monday, January 28, 2019

Last time, we began discussing the quantization of the string. We said that our approach would be to
quantize the unconstrained first and then apply the quantum-ized constraint T,;, = 0 on all physical states
in the Hilbert space. We do this by imposing the conditions

Li|¢) =0, n>0 (5.1)

for |¢) to be physical. Note that L,|¢) = 0 as well- for most of our theory, we’ll get an exact copy of the
behavior of the right-handed modes L, in the left-handed modes L,,.

We also observed that our definition of Ly was ambiguous in the quantum theory. In the other operators,
we always had products of modes &, with different harmonics 7, but for Ly there is an ordering ambiguity.
We therefor impose the physical condition that

(Lo—a)l¢) =0, (Lo—a)lp) =0 (5.2)
where a € R quantifies this ordering ambiguity. We will see later (cf. BRST invariance) that the theory is
consistent only if D = 26,4 = 1. From now on we shall assume a = 1.

It will be useful to define
Ly = Lo+ Lo, (5.3)
so that we have
(Ly =2)l$) =0, Lylp) =0, Lulpp) =Lulgp) =0,n>0. (5.4)

These three conditions characterize physical states. Recall that Ly = %pz +N,Ly = %pz +N.

The spectrum We'll start by looking at the lowest-lying modes of the theory. We haven’t yet discussed
the creation or destruction of strings, so the following discussion will, if you like, be centered on free
propagators.

We begin by remarking that in our version of the theory, there are problems in the infrared which have
to do with tachyons. These problems can be addressed in superstring theory, which is beyond the scope of
this course.

The simplest state we can write down is the momentum eigenstate,

k) = €*¥|0), (5.5)

with k;, some four-vector of our choice and x the center of mass coordinate for the string (i.e. the x such
that X¥(c, T) = x¥ + p#7 + oscillations). The action of the center of mass momentum p,, is then

p#|k> = ky‘k>- (5.6)

We could define a general state by a weighted sum of these momentum eigenstates,

IT) = /de T(K)[k), (5.7)
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where T(k) is a function of our choosing and we are working in D dimensions. Now the L;[¢) = 0
condition imposes N = N. This is called the “level-matching” condition. It turns out to be the only
condition that relates the left-going and right-going modes— otherwise, they are totally uncoupled.

If we look at LS’ , we get the condition

(Lf —2)T(k)|k) = (D;/pz—i-N—i—N—Z) T(k)|k) =0, (5.8)
which tells us that N = N = 0. Therefore
(L5 - 2TWI0) = (92 -2) Tk =0, 59)
which we can rewrite as a mass-shell condtion on the momentum space field T'(k):
(k> + M?)T(k) =0 where M? = —%. (5.10)

We notice that the field T(k) is tachyonic, i.e. its mass squared is negative. (We use the mostly + sign
convention for the Minkowski metric.) Note that

Ly|T) =0 = Ly|T) forn >0 (5.11)
is satisfied trivially. A priori, tachyons need not sink our theory. It could be that we’re just working relative
to the wrong vacuum. This is an open question, though there are other reasons the bosonic string might not
be quite the right model for our universe’s physics. Having declared that superstring theory does provide
some solution to this problem, we will pay it no more thought and move on.

Massless states Next, we consider states of the form
le) = eu(k)a " k), (5.12)

where we have included both « and & to satisfy level-matching, and we have thrown in an € in order to kill
the free indices.

The condition (L — 2)|e) = 0 gives M? = 0 since N = N = 1. Note that L,|€) = 0 is satisfied trivially
forn > 1 (and so is Ly |e) = 0).

What about L;|e) = 0? We have

1
Lole) = ) Z‘Xl—n '“neyle}i1&11|k>
n

= eu(k)ag - letx;ilﬁfiﬂk)

2
=\ SemRkata & k)

2 _
=/ Seukk (lad, ] + ol )ty k).

We conclude that

ew (k)K" =0, (5.13)
so two states related by
env(k) = euv (k) +kyuy (5.14)
are physically equivalent since k* = 0, with ¢ arbitrary. Similarly,
Lile) =0 = ke (k) =0. (5.15)
It is useful to decompose €, (k) as follows:
€y (k) = v (K) + Buw (k) + 10 p k), (5.16)

where g, is traceless symmetric and By, is antisymmetric. Now g, (k) has the interpretation of a
momentum space metric perturbation,

Guv (k) ~ Guv (k) + kuGy + Cukv, (5.17)
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which is simply (linearized) diffeomorphism invariance. What about this antisymmetric guy? We get a
“B-field” which corresponds to a momentum spacetime field BW = _va where

Buw (k) ~ By (k) + kdy — Ky (5.18)

In spacetime this is a gauge invariance, where By, ~ By, + dyAy — dyAy,. Some older textbooks call this the
notoph (which is nearly “photon” backwards).

Lecture 6.
( Wednesday, January 30, 2019

Last time, we discovered the mildly disturbing fact that our bosonic string theory has tachyons. Having
made note of this, we decided to take it on faith that superstring theory has a reasonable solution to this
problem, and proceeded to define massless modes of the string by

g) = hﬂv"‘(f15‘1i>1|k> (6.1)
IB) = Bual 2" [k) 62)
) = pa @y, (k). (63)
These correspond sort of to a graviton (&uv = Nuv + hyy), a B-field (since By, = —B,;), and a so-called

dilaton ¢ (scalar field). One can show that these fields arise as a linear approximation to the theory
described by the following spacetime action:

1 1
e / dPx\/—ge ¢ (R — 40,¢0" ¢ + 121L1,M1LIW), (6.4)

where Hy,) = 9}, B,) and K is a coupling constant which will be related to Newton'’s gravitational constant
in D dimensions.

This suggests to us that the fields and modes on our worldsheet have in fact told us something about
how to deform the background (until now Minkowski) metric, so we could consider the more general
starting point

S:

S1[X,h] = — 47;, / 2/ —h™9, X0, X" g (X). 6.5)
b
Moreover, it turns out that the quantum theory has Weyl symmetry if g, (x) satisfies
Ry =0

to first order in &’ (the only parameter in our theory, really), which are simply the Einstein equations in
vacuum. That is, imposing the symmetry of the quantum theory on the worldsheet results in a condition
on the background metric in all of spacetime. Higher orders will give corrections to this result — to next
order in o/,

!/
o Ao
Ry + ERWMRf, =0. (6.6)
Our theory therefore suggests that there are higher order corrections to the Einstein equations.

We could also add a term like

Sy = — 1«/ /);dZUVThe”baaX” 9y X" By, ©67)

47

with e? the completely antisymmetric rank two tensor. This links the action to the stress-energy tensor of
our B-field.
Finally, we could add a coupling to the dilaton,

1
S3= 1 /)E 2o/ —hp(X)Rs, 6.8)

with Ry the worldsheet Ricci scalar.
The condition that the action

S5=5+5+S;3
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FIGURE 1. A spacetime with the topology R? x S'. A particle (red) can move along the
length of the cylinder and around its circumference. A string on the surface (black) can
do the same. But this spacetime also admits the string configuration (blue) which wraps
around the circumference.

gives a Weyl-invariant quantum theory results in what we might call equations of motion in spacetime for
Suv, Buy, and ¢. To leading order in &/, these equations of motion may be derived from the action

1 7 1
~7a / dPx./—ge % (R —40,¢0" ¢ + 12Hm,;\H’“’A> +0(a).

If you like, the worldsheet theory couples to the metric of the background spacetime. Now, we could have
just written down this action to start with. But deriving it from the worldsheet allows us to argue that any
higher order terms are suppressed by the length scale of «’.

What happens if spacetime has some weird topology? Consider a theory where spacetime has the
topology of R? x S!, as in Fig. 1 Then a string can move around the spacetime just like a particle, but it can
also wrap around the compact S! direction and probe the topology of the spacetime. Therefore something
else interesting is happening which the modes we’ve currently defined seem totally insensitive to.

S =

Path integral quantization Some of the details of path integral quantization are covered in Advanced
Quantum Field Theory, and also in Polchinski (appendix in vol. 1), as well as in Ryder on QFT and Feynman
and Hibbs (though this last one is broadly maligned for having errors in other sections).

Path integrals give us a conceptually different way to think about calculating amplitudes in QM and
more generally in QFT. Morally speaking, a path integral is a weighted sum of paths satisfying some
boundary conditions,

x(tf)
/t ir ti =

for some action S[x] = [ tif dtL(x, ). We will be interested in the apath integral quantization of the Polyakov
action.
That is, given some initial and final string states ¥ ¢, the path integral is

Dxe'SH] (6.9)

(%[ ¥;) = /l ! pxDheish, (6.10)

with S[h, x] the Polyakov action. But now by analogy with QFT we will have to deal with strings splitting
and merging in our path integral, as shown in Fig. 2. There will be new complications when we try to
compute the path integral.

Lecture 7.
( Friday, February 1, 2019

Let us now continue our discussion of path integral quantization. Heuristically, we'll import the details
of path integral quantization and see what works out. We want to understand how to make sense of
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F1GUre 2. Two worldsheet configurations we might need to sum over in the path integral
from ¥; (left) to ¥ (right). One worldsheet (blue) has the string propagating directly from
¥; to ¥, while the other (red) has the string pinching off and splitting into two before
merging back (the equivalent of a scattering process in QFT).

expressions like
/ DHDX ¢S] (7.1)

where we are integrating over the space of metrics h,, and embedding fields X*s. When we do this
calculation, we have to be careful not to overcount- there is a huge diffeomorphism symmetry and a
Weyl symmetry in our theory relating physically equivalent states. If this path integral is to give us
anything physically meaningful, we need to “quotient out” by the space of diffeomorphisms and Weyl
transformations.

We would like to split the integral over all h,;, into integrals over physically inequivalent h,, and those
related by gauge transformations. Schematically,

Dh = Dhpnys X T Dhpigi vyl 72)
where J is a Jacobian factor whose importance we’ll see in the following example.

Example 7.3. As a toy example, consider the following integral:
/ dxdy e+

This isn’t too hard to do- it separates into two Gaussian integrals readily. But notice that x> + 4 is invariant
under rotations about the origin. When we pass to polar coordinates, the 6 angular integral becomes trivial,
so we might really be interested in this integral modulo rotations. Thus our integral can be rewritten

/d@ / drre "

This [ d6 will always give us a factor of 27 (the “volume” of an orbit of the rotation group)- our real
interest is in the dr integral.

In this example, we needed the Jacobian of the coordinate transformation: dxdy = rdrdf. The same is
true of our path integral. Formally, we will take

1

where J is now a functional determinant and |Diff|, [Weyl| represents the orbits of diffeomorphisms and
Weyl transformations. In the same way we could write

T _ —(x,Mx)
/V dxe , (7.5)

det M
we will write J as a functional integral,

J = / DbDee50e, (7.6)
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SIS

F1GURE 3. Three surfaces of genus 0, 1, and 2, respectively. The first is the sphere S2, the
second is the torus T2, and the final is a “handlebody” of genus two.

Global properties of the worldsheet We need to know more about what type of worldsheets appear in
the path integral. This will take us on a crash course through Riemann surfaces.

We have looked at 2-dimensional Riemannian manifolds (X, 1) modulo Weyl transformations. The set of
Riemannian manifolds modulo Weyl transformations is known as Riemann surfaces. Quotienting out by
diffeomorphisms is assumed. Note that worldsheets are Riemann surfaces.

We'll state a number of results without proof, though some of them are not too hard to prove- for more
detail, see Farkas and Kra, and also Donaldson.

The first idea we’ll consider is the worldsheet genus. For Riemann surfaces without boundary (i.e. a closed
string, neglecting the initial and final string states), the relevant topological data is encoded in the Euler
characteristic,

x = % /2 2o VAR(h). 7.7)

Here, R(h) is the Ricci scalar with respect to the worldsheet metric k. The Euler characteristic captures the
idea that while we can locally make the metric look however we want, in general there will be obstructions
to globally bringing the metric to a required form. The genus g is given by

X=2-2g, (7.8)
and informally counts the “number of holes in X,” as shown in Fig. 3. Why we care is because the genus is

a topological invariant— we can’t change the number of holes in a Riemann surface under smooth maps.

Moduli space of Riemann surfaces For a given genus g, the space of metrics on £, modulo Weyl and
diffeomorphisms is a finite-dimensional space called the moduli space. Schematically,

_ {metrics hy}
~ {Diff} x {Weyl}’

Both the numerator and denominator here are infinite dimensional, but our saving grace will be the
following fact- the integral itself is finite-dimensional.
A useful result is the following: let s be the real dimension of the moduli space M. Then

Mg

0, g=0
s =dim Mg =12, g=1 (7.9)
6g—6, g>2.

Example 7.10. Given a metric fi,, on a ¢ = 0 surface, we can bring any metric to the form ¢?f1,;,. This
is not the case for a torus (¢ = 1). We can build a torus by imposing identifications on C, i.e. under the
equivalence relation

z ~z+nA +mAy, (7.11)

where n,m € Z and A4, A, specify the “dimensions” of the torus.
One can show that the ratio T = A1 /A, is Diff and Weyl invariant. However, we can always choose A1, A»
such that Im(7) > 0. We also get a metric

ds? = |dz + tdz|?. (7.12)
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If we transform (?1) —Uu <Q1> for some matrix U, then we can undo that change by also changing the
2 2

equivalence relation numbers (1,m) — (n,m)U~'. For n,m to be integers under any such transformation,
we require the entries of U to all be integers, i.e. U € SL(2,Z).
Our moduli space is

UHP
My = SLZ) (7.13)

with UHP the upper half-plane, 7,Im 7 > 0.

Lecture 8.
( Monday, February 4, 2019

We’ve started our lightning tour of the theory of Riemann surfaces. Soon, we'll see the emergence of our
first scattering amplitudes.

Conformal Killing vectors Recall from General Relativity that Killing vectors are very special objects which
represent symmetries of the metric. In the language of Lie derivatives, a vector K is a Killing vector if
the Lie derivative of the metric with respect to K is trivial, Lxg = 0."" Conformal Killing vectors (CKV)
generalize this idea. A conformal Killing vector generates diffeomorphisms that preserve the metric up to
Weyl transformations.

Our gauge transformations are

Oovhey = VoV + V) Vg (8.1)
Swhap = 2whyy,. (8.2)
We are interested in V* such that
Ockhay = VaVy + Vi Vo + 2why, = 0. (8.3)
Note the covariant derivatives are taken with respect to the metric /. Taking the trace, we have equivalently
2VaV) 44w =0 — w— —%(vaw), (84)
so V? is a conformal Killing vector if
Ohgy = VoV + Vi Vo — hyy (Ve VE) = 0. (8.5)
We define
(Pv)gy = VoV + Vi Vo — hypy (Ve VE) (8.6)

so that V* is a conformal Killing vector if V* € KerP.

Why have we introduced these? For closed Riemann surfaces of genus g, the (real) dimension of the
conformal Killing group (CKG), i.e. the subgroup of diffeomorphisms generated by the conformal Killing
vectors, is known: it is

6, §=0
k=|CKG| =12, ¢g=1 (8.7)
0, g=>2.
On the sphere (think of this as C with the point at o), the CKVs generate the transformations
az+b
cz+d ®.8)

and similarly for z, where a,b,c,d € C and ad — bc = 1. This is in fact the Mobius group from complex
analysis. We have four parameters and one algebraic constraint on complex values (hence two real
constraints). Therefore we shall fix the conformal Killing symmetry by requiring that the V* vanish at three
distinct points on X (i.e. imposing six real constraints, since each point on X comes with two coordinates).

We'll need one more mathematical preliminary before moving forward. This is the modular group. First,
observe that the diffeomorphism group on the Riemann surface %, is in general not connected. Let us

1 terms of covariant derivatives, V,Kj, + VK, = 0.


https://en.wikipedia.org/wiki/M%C3%B6bius_transformation
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therefore define something useful- call the connected set of diffeomorphisms that includes the identity
Diffy. The modular group M, is then

Diff

$ ™ Diffy’ ®9)

For example, for the torus we have M7 = SL(2: Z).

Then the moduli space Mg can be written schematically as
{metrics} {metrics}
= = . .1
Ms = [Diffy x (Weyl] — {Diffy} x {Weyl}’ 8 (810
We often call the space

Ty — {metrics} (8.11)

{Diffy} x {Weyl}
the Teichmiiller space. In this notation, My = 7o/ M.

The Faddeev-Popov determinant When we do path integrals, it’s usually desirable to check our answer by
other means, since path integrals have a way of hiding divergences which we as self-respecting physicists
ought to care about. Happily, this will be possible for the following quantity we are about to define.

The idea is to choose a “gauge slice” through the space of metrics on X¢. That is, we choose a gauge such

that the metric on the worldsheet 1, takes some nice form, h,, = 1, (often diagonal), such that Diffy x Weyl
orbits then take us everywhere else in our space of metrics. We formally define the Fadeev-Popov determinant
as

1= 8rh) |

Diffo x Weyl D(om)olh —h] Hé(v(&i)), (8.12)

where [l — /1] can be thought of as a “delta functional” and o; indicates points on our worldsheet Y
where the CKVs vanish (in order to fix the CKG). We can think of this determinant in analogy to how

O(f(x)) ~ % where f(x;) = 0.

In more detail, we may write
1= Apc(h) /T it / DwDodllyy — ) [T6(0(67)), (8.13)
i

where the d°t integral is taken in Teichmiiller space and our path integral is now written explicitly over the
space of variations of h.

We will now write the delta functions and delta functions as integrals and functional integrals. Let us
introduce numbers ¢/, and fields % (¢, T) such that

1= Ara(h) /T &t / DwDo (d" g DB exp(i(Blh — ) +ighe" (¢7)), (8.14)
where the inner product (8|h — /1) is defined to be

(Bl =) = [ o/ Ihlp™ (i) (5.15)

~

We can write hy, — hy, = 6, as

Shyy = Vavp + Vv, + 2w0hyy, + flalhab
—————— N N
Diffeos Weyl moduli
= (Pv)ab + 2(60 + chc)hab + tlaﬂ’lab
= (P0)gp + 20hgp + tl,ulab

where (Pv),; is as defined before, yj,, = 0h,, — trace, and @ contains the residual trace terms.
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Lecture 9.
‘7 Wednesday, February 6, 2019

The official course notes and the first example sheet are online now. Note that David Tong’s notes may
also supplement the notes for this course. In addition, note that problems 4 and 5 are eligible for marking,
while problem 6 has a typo and therefore the instructor asks that we ignore problem 6 entirely.

Last time, we introduced the Faddeev-Popov determinant. We found that

i=1

k
App(h) = /Tdst/Dva (ng;Dﬁexp(i(ﬁ|Pv+2@h+tfm)) +ixg;vﬂ(ai)> 9.1)

Grassmann quantities If you're keeping up with my AQFT and Supersymmetry notes, this will be your
third time seeing Grassmann quantities/variables. These are a set of quantities 6 such that any two of them
anticommute,

0162 = —6201.
Equivalently their anticommutator vanishes,
{61,6,} = 0.
Objects (such as wavefunctions) that obey Fermi statistics can naturally be described by Grassmann numbers.
One bit of motivation for this is the fact that for any 6, we have 62 = —02 = 0, which is reminiscent of the

Pauli exclusion principle. This anticommuting property also holds for integration measures,
dthdoy = —do,do,.
One can show (e.g. by considering ([ d6)?) that

and we can consistently define

The Dirac delta function for Grassman quantities is then §(0) = 6, which leads to the somewhat unusual
conclusion that integration and differentiation of Grassmann variables are essentially the same process.

Note that Taylor expansions are very easy for Grassman variables, since we cannot have anything of
higher degree than 1 because % = 0. Thus we can write some function f(x, ) as

f(x,8) = fo(x) +6f1(x),

and so an integral can be written

[0 (e0) = fi() = L0, ©2)

Example 9.3. Let 07 = (g;) and 67 = (0y,0,). Consider the integral

/ 420420 exp (0" My0"), 9.4)

where M, is some normal 2 x 2 matrix. This exponential has a few terms but not too many. The first term
is just 1, while the last term has 4 thetas and two Ms. Recalling that integration is like differentiation, we
write the integral as
84
00,00,00,00,
noting that the only nonzero term must have all four of 61, 6>, and their barred versions.
Equivalently this integral is

{(61M1161) (02M202) + (61 M126,) (02 Mp161 }, (9.5)

/dZGdzgeXp(—éuMabgb) = (M11M22 - M12M21) = det(Mﬂb). (96)
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This result generalizes— the equivalent of a Gaussian for Grassmann variables is

/d”@d”é exp(—0"M0°) = det(Myy). (9.7)
Note that this is a bit different from the result for z, Z real, where
1
210
/d zd“zZexp(—zMz) = det(My)" (9.8)

This effect of inverting the determinant when we replace commuting (bosonic) variables with Grassmann
(fermionic) variables carries over to the functional case, which we will just state but not prove.

With our “new” Grassmann variables in hand, we will now rewrite the Faddeev-Popov determinant in
terms of Grassmann quantities to perform these crazy path integrals. That is, promote

0" — ¢, B = b EL Ty, 9.9)

where ¢? and ™ = b" are Grassmann fields on .
Note also that we can apparently get rid of the Dw integral by writing

8gh~ [ Dwexpli(Bl2ah)
N/’Da‘)exp [i/zdza\/ﬁﬁ”bhvhah .

But we can do this @ integral- it looks like a delta function, and fixes fh,, = 0. Thus B is traceless.
Thus we rewrite the Fadeev-Popov determinant in terms of our shiny new Grassmann variables as

Arp(f /ds /DcDbdkneXp( (b|Pc + & up) +1Z;7 &), (9.10)
i=1

having done the w integral as above. Note that this is really just the Faddeev-Popov determinant and
not its inverse, since we have promoted everything to Grassmann variables. We can also do the 7}, and &'
integrals to get

S K
Arp(f / DeDb ei(1PO) T 8[(blus)] [T6(c" (@)
I=1 i=1
k

= /DcDbe P TTblpr) T (0

i=1
After all this computation, we therefore have

k
App(h /DcDbe’SbC]H bl [ (@) 9.11)

i=1,a=1,2

where we have something that looks like an action,
S[b, ] = / 2o Vb (Pe) gy = 2 / 20 VRb (Vacy). (9.12)
b z

Note that ¢*, b,, are Grassmann fields and therefore obey Fermi statistics. However, it turns out they
also have integer “spin” (for some notion of spin we have not defined precisely yet). Fortunately, this is
allowed because these quantities are not observables. We should think of them a bit like constraints on the
observable variables of our theory, and we call them Faddeev-Popov ghosts.

Lecture 10
( Friday, February 8, 2019

Today, we’ll wrap up our discsussion of global physics on the worldsheet. Let us return to the schematic
path integral expression

_ 1 iS[h,X]
Z= S el /DXDhe : (10.1)
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We will insert a factor of 1 using our expression for the Faddeev-Popov determinant:
1= Apc(h) /T dst/Da‘JDv(S[h — T (@) (102)
8 ia

The delta functional will do the Dh integral for us, at the cost of introducing some other integrals into the
picture. We rewrite

- iS[X,h] s N
= IDiff] |Weyl| / bxe / @'t / DWDUI—V ))Aep(h). (10.3)

But now notice that
Diff, o
|Weyl| x ||CKG|| = / D& / Do [ mi.0(o"
That is, the delta functions are equivalent to quotienting out by the symmetries of the conformal Killing
vectors, and these other integrals are taken over diffeomorphisms connected to the identity and related by
Weyl transformations. This is still extremely schematic but we can “cancel” the Weyl groups and recognize

Diffy|/ |Diff| = 1/|M,]| so that
| g
1 |Diffo | 1
—_— Weyl = .
i weyl] < VYl ek [ M, % |CKG]

(10.4)

With this notation,
1 ST A
Z=— [ g / DX ALy (). (10.5)

We take this to mean an integral over the Teichmiiller space quotiented by the modular group, i.e. over the
moduli space M. Thus

L = dct= | dt,

|M8 ‘ T Te/ Mg Mg
and our full path integral is now an integral over the moduli space and the Grassmann fields b, ¢ (substituting
in our expression for Arg explicitly):

hXb
Z= ‘CKG|/ &'t [ DXDbDeeSIhXbe H blyr) Hc i) (10.6)

As before, our inner product is given by (b|p;) = [y d7\/[h[b™ 1z With pips, = 91hgy — trace. We shall
choose to define b, ¢ such that the action takes the form

PR 1 [ A
b 2 b
471_0(, /sta ’h’hﬂ aHXHabXVU]W—I— ﬂ ‘/Zd [ |h|ba VaCb. (107)

It may be useful to consider the ghosts (bs and cs) as an integral part of the theory, rather than a hack
we’ve added to make sense of these infinite-dimensional spaces of metrics. As we’ve said, these ghosts will
represent important constraints, particularly when we try to figure out the dimensionality of the bigger
spacetime in which our worldsheet lives.

S[h,X,b,c] = —

Introduction to conformal field theory Conformal field theories (CFTs) are among the best-understood
quantum field theories we have. Outside of string theory, they also have applications in condensed matter
physics and other areas, and we’ll see that our action as given above defines a CFT in two dimensions,
which turns out to be a very special case.

We are interested in theories that are invariant under Weyl transformations. We can ask the following
question: what is the natural generalization of the Poincaré group that preserves a metric up to Weyl
transformations? In a general dimension d > 1, we are interested in transformations such that

ox'P ox'7

where infinitesimally, x* — x'# = x" + V#(x) +.... Morally, we are combining Lorentz boosts and rotations
with local scale transformations.
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We find that if A(x) = e“(*), then w(x) and v*(x) are related by
w(x) = gayv”(x), (10.9)
so oM (x) satisfies
2

We say that V#(x) satisfying this condition generates conformal transformations.'”

10
hﬂb: (0 1)/

a metric up to a conformal factor (Wick rotation) where we have sent ¢ — it if you like. That is, we've
switched from Lorentzian signature to Euclidean signature. Not a problem. We have some coordinates on
the manifold given by

Two dimensional CFTs Let us take

= o = (1,0). (10.11)
The condition 10.10 now becomes
200 = 0701 + 0gUy = 010U7r = 0y0y, (10.12)
in the case where y = v, and
0,07 + 070, =0 (10.13)
for u # v. We write these as
%i; = aa%, Ba% = —aai_:. (10.14)

But these are just the Cauchy-Riemann equations for a complex function v = v* +iv”, i.e. the requirement
that v is holomorphic.
We conclude that in d = 2, the condition on v = v 4 iv” given by 10.10 is that v is holomorphic,

%U =0=0v (10.15)
where z = T+ i0,Z = T — io. This tells us that it’s natural to work not in worldsheet coordinates 7, but
in the variables z,z. However, we can do better— we also want variables which vary in some natural way
under conformal transformations. Since all holomorphic transformations preserve our metric up to Weyl
transformations, a better choice is
THO g = T (10.16)
In these variables, the worldsheet is mapped to the complex plane, with the infinite future mapped to the
point at infinity. We can think of the worldsheet X as the Riemann sphere with two points removed.

In these new coordinates (z,z), we find that the Polyakov action (remember that?) takes the form

zZ=e

S=-—

P XIF Xy = /)2 220X"IX" ], (10.17)

o

4o’

where we have denoted 0 = %, d0= %. The stress tensor T,, now has two non-trivial components:
1
T..,=T= —EE)XVBX"UW, (10.18)

_ 1 - _
Tee =T = —3X"aX "y, (10.19)

and T,z = 0 identically.

Finally, a quick note. In QFT we had a notion of time-ordering. For our theory, we see almost trivially
that time ordering will be replaced by a “radial” ordering, i.e. curves at larger “time” T correspond to
larger radii in the complex plane.

12Note that v* looks a lot like the conformal Killing vectors we defined earlier.
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Lecture 11.
‘7 Monday, February 11, 2019

Last time, we introduced conformal field theory. We found that for our two-dimensional worldsheet, we

can construct a map

7 = eT-l-lU', 5= T 10,

We saw that the coordinates z — z’ = f(z) were more generally holomorphic, i.e. we get some functions
which satisfy the Cauchy-Riemann equations.
Conformal fields Here are some definitions common in the literature for conformal field theory.

Definition 11.1. A chiral field is a field ® that depends on z only, i.e. ® = ®(z). Similarly, an anti-chiral field
is a field that depends only on Z.

Definition 11.2. The conformal dimension refers to how a field transforms under scalings z — 2’ = Az,z —
z = Az (A € Q). )

®(z,2) — P/ (7,7) = N"AD(Az, A2). (11.3)
We shall call i and /i the dimension of ®(z,%)."? Sometimes & -+ F is referred to as the dimension and  —
as the “conformal spin.”

Definition 11.4. Under the conformal transformation z — z’ = f(z), a primary field with dimension (h, )
transforms as

NNCAYTAY L
o2~ (£) (%) eve.fon. 115)
That is, a primary field transforms like a tensor (with the appropriate exponents of &, h).

Example 11.6. Consider an infinitesimal transformation

z—=Z =z+0(z)+... = f(2). (11.7)

Thus
h
(gﬁ) — (1+30)" (118)
$(f(z)) = ¢(z) +v(2)9¢(z) +.... (11.9)
So for a field with (h, i) = (,0) we get

0P (z) = (hdv(z) + v(z)9)P(z) (11.10)
where we have taken only the term to leading order in h.

Symmetries and the stress tensor For our classical theory, let us start with the action

S[X] = — 471“, /Z 220, X" 9" XV 1] (11.11)

Let us note that in going from 7, & coordinates to z, Z, we pick up an i as the Jacobian factor, meaning that
e'S (2,2) e~ S,
Consider the (conformal) transformation
S XM =079, XH. (11.12)
The variation of the action is now

5,8[X] = —

1
5= /)E 22 (240", X19"X, + 00, (9, X)X, ) (11.13)

where all indices are raised and lowered with the Minkowski metric. After an integration by parts, this
transformation becomes

5,S[X] = % /Z P2(3"0) Ty, (11.14)

13This is a lot like what we did in Statistical Field Theory. In looking at the RG flows of different fields and couplings, we saw that
they scaled in different ways with some scaling dimension.
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with T, our old buddy the stress tensor. This tells us that §S[X] = 0 requires that
Ty =0, (11.15)

which is just Noether’s theorem. That is, if the action is invariant under conformal transformations, then
the stress tensor is conserved.
We could define a conserved charge

Q=0+ +0Q- (11.16)
where
! an T 11.17
Qe=5_/ oT++(0) (11.17)
at T = 0. Classically, the symmetry transformations are generated by the charge Q:
oXt ={Q, X"}pp. (11.18)

What's the analogue of this in the quantum theory? Let’s find out.

Conformal transformations and Ward identities For the following discussion, we stay in d = 2 but rather
than focusing on our embedding fields X, we will work with more general fields ¢(z,z). We shall be
interested in the quantum analogue of Noether’s theorem.

Consider a transformation

¢— ¢ =9+, S[¢']=S[p]+S[g)]. (11.19)

In the classical picture, we would say that if 6S = 0, we’ve got a symmetry and that gives us some conserved
quantity. But a classical action doesn’t always uniquely specify a quantum action, and conversely there
are some quantum actions we don’t know the classical versions of. However, what we can say is that a
symmetry of a quantum theory should preserve important features of that theory, and in particular it must
preserve correlation functions.

Let us consider the correlation function

(@1(z1) -+ Pu(zn)) = (Pr-- - Pu) -

Here, the Z; dependence is implicit. Under a transformation, our correlation functions become
(ro-90) = (91.-9h) = [ Dgle g g}
= /D4>e*5[4’1(1 —0S[@] + ... ) (1 + 01+ ...) oo (Pu+ OPu +...)
= (P1...¢n) —/D¢e*5[4’]55[4>]4>1...4>n +;/D¢e5[4’]¢1...5¢k...¢n.
where we have assumed that D¢’ = D¢, i.e. the transformations are suc;\ that the integration measure is

unchanged. If we require that the new correlations are the same as the old, i.e. (¢1...¢n) = (¢]...¢1),
then

n

(0S[Plp1 - pu) =Y (P10 ... pu) . (11.20)
k=1
We would like to draw an analogue to the classical current, so we write 5S[¢] as
_ L 2 .1
Slgl = 5~ /Zd 2(940(2))j" (2), (11.21)

where v is the parameter of the transformation and j is the classical Noether current. Remember, our aim
here is to see how classical symmetries can be promoted to quantum conservation laws. Thus

n

1 ,
E/)2 d%20,0(2) (" (2)P1 ... pn) = Y_ (P1... ¢ ... Pu) . (11.22)

k=1

We also choose X and v(z) to isolate a particular d¢y.. We define w = z (thus ¢4 (zx) = ¢(w) and two
curves C1, C; such that 0¥ = C; U C;.We choose v(z) to be constant within C;, zero outside of C, and
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arbitrary on X. We also require Cy, C; to encircle w = z; only so that v = 0 at all other points z;.x, which
implies that all the other d¢;,j # k vanish. In this way, we have

zim,/zdzzaav(z) ()1 ) = (1 () ) (11.23)

Lecture 12.
( Wednesday, February 13, 2019

Last time, we started looking at correlation functions in trying to understand how classical symmetries
are promoted to quantum symmetries. We showed quite generally that a symmetry of the quantum theory
means that the correlation functions are left invariant,

n

(OS[@lpr- - pu) =Y (P1--- Ok Pn),

k=1
and we saw that under conformal transformations,

5S[9] = % /Z L0 (370) T, (12.1)

with T, the stress tensor.
Substituting this into our expression relating correlation functions, we have

n

1
E/zdza(aavb) (TapP1 - Pn) = Y (P1... 0Pk ... Pn) . (12.2)

k=1
We choose our X to select a single dy ¢, on the RHS, i.e. define two curves Cy, C; with w = zj inside Cy,
v" = 0 outside and on C,, and v" = (v*(z,Z),v*(z,Z)) inside and on C;. Thus with this choice of %,

1
E/Zdza(a“vb) (Topr - - ) = (P1...00¢(w, @) ...¢n). (12.3)

We denote v*(z,zZ) = v(z) and v*(z,Z) = 9(2), though this notation is a little misleading since 0 is not
necessarily the conjugate of v. It is just the part of v* that depends only on z.
Integrating by parts and applying Stokes’s theorem we get

%/ZdZU(aﬂvh) (Tt --- ) = %/Zdzaaa(vb <Tab¢1...¢n>)_%/zd20.vbaa (Topdr - )
1 1 _
e l{mzq dz0(2) (T(2)g1 .- ¢n) — 5 — ﬁzzq dz5(2) (T(Z)$1 .- du)

1
—E/Zdzavha" (Tapr .- dn)

where we’ve denoted T»;(z,z) = T(z,z = T(z) and Tz:(z,z) = T(z). We see that the boundary term can be
rewritten as two contour integrals over the boundary of our region %, and moreover the integral over C,
vanishes since v* = 0 outside and on Cs.

We see that
O (Typr - ) =0, (12.4)
leaving
d dz _
(91:-09(@,@)..n) = §, 5=0(2) (TE)r - ¢, @) ... ) — 3 5=0(2) (TE)g1 - ¢, @) ... ).
(12.5)
Abstractly, we have the variation
Sop(w, @) = 92 ()T 5 92 ()T @) p(w, 12.6
Ww0d)=§ ETE@e) - ) 5 aDTEwa) (126)

which we always think of as being inserted into a correlation function.
There are a few subtle points here. We need to take care to define the ordering of operators in this
expression, since T, ¢ are operators. In addition, we can see that T(z) (T(z)) generates holomorphic (resp.
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anti-holomorphic) conformal transformations. Moreover, these are contour integrals, so our calculation
reveals that it’s the pole structure of lim,_,,, T(z)¢(w, @) which governs the conformal transformations.

If we are interested in multiple variations (6¢15¢20¢3¢s, . .. ¢u) , then we could choose some complicated
region encircling just the corresponding points z1, z, z3.

Radial ordering Recall that we can map our worldsheet coordinates into
7 = THio, (12.7)

where e” is the radial part of z, such that “time ordering” on the cylinder corresponds to radial ordering on
C. Thus g > n — |Zl‘ > |22’.

Last term in Quantum Field Theory, we computed expectation values of time-ordered objects, e.g. time-
ordered correlation functions. Here, we will be interested in radially-ordered correlation functions. We
define radial ordering as

_ [A@BW) |2l > o]
7“A@”B“”)_{B@AA@>|w>uL

But how should we radially order when we are integrating over some weird contour in the complex plane?
For example,

(12.8)

., RlaE0()

with the contour as shown in the image.

The answer is as follows. We can compute the answer in two regions where the ordering is clear, around
a circle of some radius R > |z — w| where |z| > |w| and another circle oriented in the opposite direction
with radius R’ < |z — w| where |z| < |w|. Thus we have the radial ordering

j[ dzR(a(z)b(w)) = ¢ dzR(a(z)b(w)) — ¢ dzR(a(z)b(w)) = ¢ dza(z)b(w)— ¢ dzb(w)a(z).
C(w) C1 C2 . C1 . Cz
(12.9)
So our expression for J,¢(w, @) is (once we include radial ordering)
: dz dz
wpw) = f G ETEW) ~ f g TE) (1210)
(for a chiral field) where we only look at the w dependence.
If we define
Q- }{ 2m T(2), (12.11)
then we could define a bracket [, -] as
Sop(w) = [Q, ¢p(w)]. (1212)
Lecture 13
‘7 Friday, February 15, 2019
Mode expansions Recall we had the expansion in ¢, T coordinates
Xt(oT,07) = x4+ pla'Tt +i E ( —inoeT 4 Eci,’e*i”‘ﬁ), (13.1)
n;éO

and taking a derivative with respect to ¢~ gives us

I_XM(o) =1/ % Zof‘ —ino— (13.2)

where Dég is defined as before in terms of p”. We could look at the same object for a worldsheet with
Euclidean signature, i.e. w = T + io, so that

!
A X! (w) = —iy/ & Za,, e, (13.3)
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But what we really want to consider is the theory on C U {co} with coordinates

z=2¢e" =¢"t. (13.4)
Consider a chiral primary ¢.,;(w) of weight (h, 1) = (,0) deifned on the cylinder. We expand
Peyi(w) =Y pne™ " (13.5)

n

On the plane, we use the primary transformation law to get

oz \"
9(z) = (aw) Peg (@) == ge(@) == Doz (13.6)
Thus a natural mode expansion for ¢(z) is
z) = Zq;nz—”—h. (13.7)
More generally, a (primary) field of weight (h, ) takes the form
(22) = Y pnz "z (13.8)

For instance, T(z) and T(z) (which are holomorphic and antiholomorphic) have (i, 1) of (2,0) and (0,2)
respectively, so

z2)=Y L,z "% T ZL,;—” -2, (13.9)
n

0XH(z) = —1\/ szn =1 (13.10)

where d indicates a derivative with respect to z. Note also that

XM (z,z) =xt —i— p” In |z|? —i—zy/ 2 ahz ™). (13.11)
n;éO

Note also that

States and operators For a given physical operator ®(z), there is a physical state |®) given by
lim ®(z)[0) = |P). (13.12)
z—0

We shall take this as a definition for now. In the complex plane, we could imagine “inserting an operator”
at the origin to produce some string state. With 0X*(z) as before, consider

2 .
iy S0X1(2)[0) = (.. +alpz+al 1+@ +“—1+ ) [0). (13.13)

For this limit to make sense, we see that some of these a,;s must annihilate the vacuum as we postulated

earlier,

|0y = 0,1 > 0. (13.14)
Then
]2 u
Z1:1r_r>101\/ EE)X"(Z)\O) =a",0). (13.15)

For a more interesting example, we could look at

lim (j,)hWBXV(z)é_)XV(Z)eik'X(Z'Z) ) (13.16)

z—0,2—0
whre k; is a momentum vector in spacetime and hy, = hyy, is a spacetime tensor. In this limit we have
Iy 224 [K) (13.17)
our graviton state. Note that for a field of weight (h, 1) we require that
$n|0) =0 for n > —h. (13.18)
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Normal ordering and radial ordering We shall focus on the chiral field, which we shall call

#(z) = 0X!(z) = —i\/g Y ahz (13.19)

Let us now split j#(z) into creation and annihilation parts. We won’t be too careful about the zero mode,
since it will drop out in the end. Thus we define

!/
=i "‘E Y izl (13.20)
n>0
n s non—1
=i\ 5 Y a2 (13.21)
n>0

so that j* = j!. + j". Remember that normal ordering is denoted by pairs of colons, : (...) :, as in QFT. For
our chiral field, normal ordering is defined in an analogous way,

)] (@) = @) @) + L@ (@) + L (@)fh (2) + 12 ()] (@) (13.22)
=" (@) (@) + [ (w), /1 (2)]. (13.23)
We can evaluate the commutator (as on the first examples sheet) to find
v U . _067/ 17;“/
[ (w ji(2)] = =5 ) (13.24)

However, in order to evaluate this commutator, we needed to sum a series, and that series only converged for
|z| > |w|. Thus we see that normal ordering comes with a radial ordering requirement for the commutator
to make sense. We find that

R (@) (@) = @) (@) -5 s 1325
i (z)j" (w ']Z]w'Z(z—w)z' (13.25)
As in QFT, it is useful to introduce the “contraction” notation
/y—/h _ o ;7P“/
*(2)j" (w) = e (13.26)
If you like, this is a Green’s function on .. On the examples sheet, we computed
‘ ) o 77;41/
Up to arbitrary functions of z, Z we integrate to find
—— o
XH(2) XY (w) = 5 In(z — w)yt" (13.28)

Splitting X into its holomorphic and antiholomorphic parts,
XH(z,z) = XH(z) + X"(2),

we can also show that

— o

Xt (z) XY (w) = ) In(z — @)™, (13.29)
/_/5
XM (z)X" (@) = 0. (13.30)

In total, we find that

XMz 2 X (w,@) = (X*(2) + KM (2) (X (@) + X' (@)
o o
= —_— — — 7 — (U wv
< 5 In(z — w) 5 In(z—w) |y
where the X#(z), XY (w) are also contracted over. We therefore learn that

/

XH(z,2) X" (w, @) = —%W Inlz — wf?, (13.31)
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which tells us the Green’s function immediately:

!/

(R(XH(z,2) X" (w, @)) = —%W In|z — w|* (13.32)

We can use 13.31 to build contractions of more complicated operators constructed from X* via Wick’s

theorem. Notice that this Green’s function diverges as z — w, however, and its divergence also depends on

this string parameter «’. This tells us that some interesting physics is captured in the particle limit as the
1

string tension becomes infinite, T — oo, and «' — 0since T = — 5l

Lecture 14.
( Monday, February 18, 2019

We saw last time that a lot of the interest in our theory lies in its pole structure, i.e. the divergences
that crop up when we bring two operators close together. From last term’s Quantum Field Theory, we're
familiar with Wick’s theorem, which links time-ordered expressions to normal-ordered expressions with
contractions. Here, we have radial ordering, so that

—_—
R(¢1(Z1) . (Pn(Zn)) = :(pl(zl) ...(Pn(Zn) + (Z) . 4)(21) .. .(Pl'(Zi) (/)](Z]) (Pn(Zn) .
L)

Y i 0(z) e 0iz) - 05(z) Pelz) o Pr(z) o pulzn)
(@), (k1)

where these sums are taken over all internal (pairwise) contractions. The contractions replace operator pairs
with Green'’s functions, which means that there may be a lot of interest in the pole structure of this object.

We can use Wick’s theorem and our knowledge of contractions to define composite operators, e.g. we
found that

X (z)0X" " 14.1
(2) (w)——im- (14.1)
This gives us a natural definition for our stress tensor:
1 06/ ;7‘11
= lim —— 2 2 _dr
T(z) }Jllnm 7 (BX (z)0Xy(w) + 2o w)2>' (14.2)

Operator Product Expansions (OPEs) OPEs encode what happens when we bring two operators close
together. Given a set of operators {O;}, we write

0i(w)0j(z) = Y fii(z — w)Ox(2) (14.3)
k
as w — z. Here, there’s some sense of completeness in the set of operators {O;}.

OPEs and conformal transformations For instance, let us consider the OPE T(z) X" (w) and conformal
transformations. We are interested in

T(z)X*(w) as w — z. (14.4)
We have
T(z) X" (w) = % 10XV (2)0Xy(z) : XM (w), (14.5)
and by integrating 14.1 we get
2XH (2)X" () = — & 1" (14.6)
2z—w

where the ... indicate terms that are finite as z — w.
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It follows that

T(2) X! (w) = —%  9XY(2)9X0(2) - X (@) + ...

2 “/ nv
- a,axv(z)<2 d >+

z—Ww
_ axI(z)

z—w
We then expand 0X"(z) around z = w to find
0XH(z) = 0X"(w) + O(z — w),

S0
oXM(w)
T(z)X* = 14.7
(X! (w) = (147)
where the ... terms remain finite.
Recall that the conformal transformation of X*(w) may be given by
5o XM () = ]{ 2 R (0(2)T(2) XM (w)), (14.8)
z=w 27T1
where v(z) is holomorphic and parametrizes our transformation.
We now substitute our OPE into J,X*(w) to find
dz oXH(w)
Xiw) = o= ) = o(w)ax (w). 14
6Xtw) = § o) (1 ) —olw)oxt ) (149)
where the contour is taken in a little loop around z = w.
Transformations of primary fields Consider a chiral primary ¢(z) (where i = 0). We know that
dw
0 = —R T 14.10
(e = f | RE@T@)E), (14:10)

where we’ve swapped the z and w in the integral to emphasize our primary field depends only on z. We
want to retain the idea that a primary field transforms as a conformal tensor of weight (h, ). Therefore
we'll require that for ¢(z) to be a chiral primary field, the OPE with T(w) is such that

So(z) = v(2)0¢p(z) + hov(z)p(z). (14.11)
Using the residue theorem in the following form,
1 n—1 _ dw (w)

(n—1)1~ fz) = 27 (w — z)"’ (14.12)

we find that the R part of the OPE can be rewritten as follows:

h 1
R(T = — . 14.1

(T@)(E) = () + S, 20(w) + (1413)

in order to match the form of 14.11.
We could take this OPE with the stress tensor to define what we mean by a chiral primary of weight h.
Thus by writing the radial ordering for some general ¢ we can read off the weight immediately.

A non-trivial OPE Consider now the OPE
T(z) : eFX(@) . (14.14)
where k - X(w) = k;, X" (w), with k;, some constant spacetime vector. We think of this normal-ordered term

in terms of its series expansion, i.e.

M
y %km Ky X ()L X (w) (14.15)
n>0"""
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We might wonder what the weight of : X

normal ordering. Let’s tack on T(z) now:

: is, but there’s some non-trivial behavior going on in the

1 i"
- 0X"(2)0X,(z) : ) Hkﬂl ok XM (W)L X (W) (14.16)

n>0

Single contractions contribute to this expression:

l’}’l
Za”(k‘x( w)"" 1kv —— X" (w), (14.17)
where we’ve contracted one of the dXs with one of the X#is in the sum. Shifting the index we have
im v .
Y 2k x () OXN@) LG ), (14.18)
m=o M Z—w Z—w

This already looks like the d¢(w) term in our expansion— we’ll see how the double contractions give the
other term on Wednesday.

Lecture 15
( Wednesday, February 20, 2019

Last time, we stopped mid-calculation. We were looking at the OPE for
T(Z)e*X(@), (15.1)
where T(z) is the holomorphic part of the stress tensor, given by
1
T(z) = i 0X#(z)0X,(z) : (15.2)

and the exponential is treated as a formal power series of the operator X. We found that single contractions
gave us a term

1 .
— waw(el"'XW (15.3)

What about double contractions?
Double contractions contribute

1

kg s XPUXE XML X () (15.4)

1... Wi i

G ij) 1=0 ”'
where we must now perform contractions over the 9X#(z)s with the X"is on the right. There are no triple
contractions since there are only two derivatives of Xs outside the sum and the normal ordering has already
taken care of contractions in the X/is.

We can make this more precise. There are n(n — 1) options for which X*is to contract with, so we get an
overall contribution

(')n d\2 k2
k -l -—=) ——, 15.5
"‘/ngz 2Ty =) 2) (z—w)? (155)
where two of the ks have been contracted since the contraction of 9X(z) X" (w) comes with an 77Pfi.
Cleaning up a bit more, we have

/

—2. 22,y n!
sz : CXF X — 15.6
= zn; i W(n—2)! (156)
o K i
= Zi(z — w)z . elk X(w) : (157)

In total, we have

T(e) : el X(@) — (¥ R % ) kx| (15.8)
zZ):.e = 4(Z—w)2  —w e .
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and we see that : ¢*X(@) : has conformal weight
a'k?
h= T (15.9)
More generally : e/ X(©/@) : has weight
- o'k o'k?
=(—)—. 15.1
ok = () (15.10

Note that factors of the string tension a’ go with factors of 7, which we’ve previously set to 1, so the
relative factor of a’ between the two terms in the expansion of T(z) : e*"X(@) tells us that there’s a quantum
correction going on here so that : ¢ X(«) : doesn’t just transform trivially as a scalar under conformal
transformations.

It is now useful to separate the notion of a primary field from the definitions of h and .

Definition 15.11. A primary field is a field ¢(w) with an OPE with T(z) of the form

T(Ep(w) = () +

Ap(w). (15.12)

zZ—wWw

However, the (z — w) ~2¢(w) coefficient will still be called the weight, regardless of the presence of higher-
order poles.

OPE of T(z)T(w) and the Virasoro Algebra Recall that

T(z) = —%  AXH(2)9X)(2) (15.13)
and we have the contraction
X (z)ax" w " 15.14
(2) (w)——jm- (15.14)
We'll just go for it, then.
2
T(2)T(w) = <—{:/) :0XH(2)0X,(z)::0X" (w)oXy (w): (15.15)

——
where we need to take single contractions (e.g. 9X;(z)0X"(w)) and also double contractions

90X, (z)0X" (w) 0XH(2)0Xy (w) .
There will be four single contractions and two double contractions. Writing it all out, we find that

2 Mw oo vy b oMy "
7 =) 0XH(2)0 XY (w): +

T(z)T(w) = 2(z—w)2(z—w)?

We now expand 0X#(z) about z = w:
XM (z) = 0XM(w) + (z — w)* X (w) + ... (15.16)
We also recall that 6#,6";, = D the dimension of spacetime. Thus

D/2 2 1 2 1

T(2)T(w) = ol A aR X" (w)dXy(w) : —= XM (w)oXy(w) : +...  (15.17)

using the expansion of dX*(z), 15.16. We arrive at

b/2 2 1 (w) — 2 1
(z-—w) o (z—w)? o (z — w)
Clearly, this has weight I = 2, so T(z) is of weight (2,0). However, it is only a primary if D = 0. And of

course there’s no way to embed a nontrivial worldsheet in D = 0, so it seems like something very bad has
happened.

T(z)T(w) = oT(w) + ... (15.18)
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The Virasoro algebra We’ve just show that T(z) has I = 2, so we expand it in modes as

T(z)=Y Laz "% T(z)=Y L,z "2 (15.19)
We can invert these expressions to find ” ”
Ly = izo %Zm+1T(Z). (15.20)
Let’s now consider the commutator of two L;s— to wit(t),
(Lo, L] = f{, . %w”“ 7{:0 ;—;zmﬂ T(z), T(w)). (15.21)

What do we mean by this commutator of operators? Let’s just look at the dz integral first. In our discussion
of radial ordering, we split up the contour integral as

dz m L m dz m
f;:o %Z *1[T(z),T(w)} o ]I{zb\w\ : HT(Z)T(w) - ?\{ZI<\wI ﬁz “T(w)T(z) (1522)
= § SERTET@). (1523)

Using our T(z)T(w) OPE, we have

[L””L”]:fi dﬂwn+1)€ dzzm+1< D/2 + 2T (w) +8T(w)> (15.24)

—0 2711 —w 2711 (z—w)? (z—w)? z-w
dw 41 (D/23° 44 9 _mt1
= — . 2T (w)—2"1 4 2" 19T 15.2
=l A 552 T (w)azz +z (w) . (15.25)

where we have dropped the ... from our OPE, as the contour integral will be evaluated by the residue
theorem, and the residue theorem only cares about the pole structure of the thing we are integrating.
Taking the derivatives, we get

[Lin, Lp) = ]{ % (1132(1713 —m)w" T 42 (m 4 1) 0" TT (w) — wm”*zaT(w))
w=0

— dw (D 3 n+m—1 m+n+1
= ?{]:0 i <12(m m)w + (m—n)w T(w)>
D 3
=
where in the second line we have integrated the final term by parts and simplified. This final result is
something we were given on the first examples sheet. It looks almost like the Witt algebra, except there
is an anomaly, the D/12 term. We call it the Virasoro algebra, and it is a consequence of the conformal
symmetry of our quantum theory. It's sometimes called a central extension of the Witt algebra.
In fact, there’s a complication that we’ve missed. Our theory isn’t just defined by the Xs- there are also
the ghosts, and as constraints, we expect that those ghosts will act like “negative degrees of freedom.” They
will contribute to this commutator and show that our theory can be consistent in D # 0

- m)5m+n,0 + (m - n)Lm+n-

Lecture 16.
( Friday, February 22, 2019

Last time, we looked at the OPE for the stress tensor. In our original calculation, we apparently learned
that the stress tensor doesn’t actually transform as a conformal tensor, thanks to a weird (Z[i {4}2) 1
OPE, and this divergence was reflected in our calculation of an anomaly in the Virasoro algebra.

But we’ve only been paying attention to the Xs, and have neglected the b, c ghosts in our theory. To
make sense of the path integral over h,;,, we introduced ghotst (b, c) via the Faddeev-Popov method. Thus

our action included a ghost term

pole in the

S[b, ] = i /Z Lo/ —hibh Vo (16.1)
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We could take /1, as arbitrary and reimpose d[/1 — k] on the path integral. Now the stress tensor for the
ghosts is derived by varying with respect to the metric. It is (naturally) symmetric but will otherwise be a
mess, as we’ll see now.

1
TS) = —i <2CCV(abb)c + (V) bp)c — hap trace)- (16.2)

This is pretty horrible. Let’s return to the action. We will now work with a flat Euclidean metric and use
our favorite worldsheet coordinates (z,z) on C. If we do that, the action becomes

Slb,c] = % /Z 4%z (b220:¢* + bs20:¢7), (16.3)

where b,z = 0 since by, is traceless.
In keeping with our (unfortunately conventional) notation of writing the dependence of quantities on z
with bars themselves (the antiholomorphic bits), we will write

bzz = b, bii = E

In this notation, we now have the full action

1
2’

— i ) 3 737 ) UV
5= /Zd 2(bdc + bac) /Zd 20XPIX" . (16.4)
Remember, the ghosts don’t have a physical embedding into the space, but they are still critical constraints
which allow our theory to be (more) consistent and should be treated as a real part of the theory. The total
stress tensor (the holomorphic part, anyway) decomposes by linearity into an X part and a ghost part:

T(z) = Tx(z) + Tgn(2) (16.5)

where
Ty(z) = —5 . 9X"(2)3X, (2) - (16.6)
Ten(z) =: 0b(z)c(z) : —20(: b(z)c(z) 1). (16.7)

Ghost OPEs The ghosts are free, so Wick’s theorem gives

—
R(b(z)c(w) =:b(z)c(w) + b(z)c(w) . (16.8)
We could have done this with a mode expansion like we did for X, but note that since this is a free theory,

- ———
the classical Green'’s function for d gives b(z)c(w) exactly. Thus using the result

d 1 - 5
az(z—w) =276 (z — w), (16.9)
so we then have
,—M 1
b(z)c(w) = p— (16.10)
Thus the OPE is
bz)e(w) = - ! (= c()b(w)). (16.11)

We can use this to remove poles from composite operators. Thus

Tyi(2) = lim (—Zb(w)ac(z) — b(w)e(z) + (2_1w)2> (16.12)

where the squared in the last term is because of the derivatives in the first two terms.
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Conformal transformations of ghosts Consider the ghost stress tensor with the b ghosts:

Ton(2)b(w) =: 3:b(2) €(2)b(w) : =21 (b(z) €(2))b(w) : + ... (16.13)
_ 9(z) zaz< b(z) ) T (16.14)
2 1

EEmE (z) — p— wab(z). (16.15)

where we assume that the other contractions (b with b, ¢ with c) give regular things that do not contribute
to the pole structure of the OPE. We can expand b(z) about z = w as

b(z) =b(w) + (z — w)dub(w) + ...
so that in the limit our expression becomes

2b(w) n 2 ob(w) — 1

(z—w)? z—-w z—w

ob(w) +...,

and we conclude that

Ton(2)b(w) = (Z_Zw>2b(w) L abw)+ ... (16.16)

where we see this is a primary field of weight (2,0). A similar calculation for the ¢ ghost gives

Ta(@ew) = :L)zc(w) b o)+ (16.17)

i.e. ¢ has weight (—1,0).
We can now compute the full OPE of Tg,(z) T, (w). It's a good exercise to reproduce

T —26/2 2 1

gh(Z)Tgh(w> = (Z — (,d)4 + (Z — w)2 Tgh(w) + maTgh(W) + ... (16.18)

which again looks almost like a primary field, except with this weird 1/(z — w)?* term. But this is the same
dependence we saw in the X part of the stress tensor, and the mixing of the OPEs of the Xs and the ghosts
is trivial, so when we write down the full stress tensor T(z) = Tx(z) + Tg;,(z), we now find that

(I()Z__Zf,;ﬁ z & _2w)2 T(w)+ ﬁaT(w) +... (16.19)

T(z)T(w) =

And this provides us with a possible resolution: if D = 26, then there is no conformal anomaly, i.e. T(z)
transforms like an honest primary field under conformal transformations. We could, with some patience,
introduce modes for this corrected stress tensor T(z) (accounting for the ghosts) as

T(z) =Y Lnz "2 (16.20)

and as it turns out, these £s would satisfy not the Virasoro algebra but the Witt algebra in D = 26, i.e.
[Ln, L] = (n—m) Ly (16.21)

From now on, we will assume that we are working in 26 dimensions in order to have a quantum consistent
theory (the tachyon aside). As it turns out, if we look at a general curved spacetime rather than our flat
background, the requirement that our theory be anomaly-free will impose some nontrivial conditions
on what kind of background spacetime our theory can live in. In fact, this condition will tell us that the
background metric must satisfy the Einstein field equations to lowest order.
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Mode expansions As we showed, b has weight (2,0) and ¢ has weight (—1,0), so we can write mode
expansions as

z) = 2 baz "2, c(z) chz*”ﬂ. (16.22)
n n
What is the anticommutator of these modes {by;, ¢, }? We can invert the mode expansions to get
dz m+1 M=
by = i 3@, o= f 2m c(2). (16.23)

Writing out the anticommutator we have

T Sl - (TORID)

- f a4z 75 49 R (b(2)e(w)) 2™ eon2

z=0 27TZ w=0 27T

:?{ E?{ dwz”‘“w —2( 1 +...
2=0 2711 Jw=0 2711 zZ—w

dw _
_ wm-i—n 1 -5

m+n,0s

so that

{bmz Cn} = (5m+n,0~ (16.24)
In principle, the OPEs give us all the equations we need to understand the structure of the quantum theory,
though they may not always correspond to a sensible classical limit.

Lecture 17
( Monday, February 25, 2019

We're tantalizingly close to actually calculating an observable of our theory (in a formal sense, anyway).
But we’ll need one more tool.

BRST symmetry As it turns out, there’s an additional global symmetry left over even after we do gauge
fixing. Recall our path integral,
1

E— s iS[X,b,c]
oKl t [ DXDbDee ]’[ blen) [T (20 (17.1)

The way to see the residual symmetry is to explicitly reintroduce the path mtegral over the metric, writing

z = dst/DXDchDh(S[h feiSIX bl H bljur) Hc o). (17.2)

kGl
ICKG|

We can write this delta functional as a functional integral over auxiliary fields Bab and add to the action the
following:

gf B, h] = /dZUFBab( ab — Nap), (17.3)

which is simply the functional analogue of wr1t1ng a delta function in terms of a Fourier transform. The
full action is now

S[X,h,b,c,B] = — o/, X0, X+ 5 / Lo/ kb, Ve
Jz
+ L / o/ —hB® (i — hap)- (17.4)
4 Jx
So far, this construction seems pretty ad hoc. But there is a rigid symmetry of this action, given by
0oXH(z) = iec(z)0X"(z). (17.5)

This is just a diffeomorphism with v(z) = ec(z), where € is just some constant (Grassmann) parameter. We
also need to change the metric:
0qhan(z) = €(Pc)qp (17.6)
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and the ghosts:

5c™(z) = iec?dyc” (17.7)
§Qbab = i€Bub. (17.8)

And our new field is invariant,
doBsp = 0. (17.9)

It seems plausible that the first term in the action 17.4 will be invariant under this symmetry, as some
sort of diffeomorphism. To see that the remaining terms are also invariant, we introduce the “gauge-fixing
fermion.” The name is historical- our theory is still bosonic.

Y[b, ] = —ﬁ /J 20 b (o — hap)- (17.10)

This is a Grassmann quantity, and under a BRST transformation, ¥ generates the second and third terms in
17.4. That is, we can write the action as
1

4o’

S[X,b,c,B,h] = — / 2o\, X3y X" 1, + 60 [b, h]. (17.11)
z

In fact, one can show by direct calculation that (Sé = 0 on any field. We’ll try to show it in a better way,
though. For the moment assume this holds. Then since the first term of the action is invariant under dq,

SoX[...] =0+465¥([b,h] =0, (17.12)
so the entire action will be invariant. We now integrate out the auxiliary field B,,. We have now fixed the
metric, and the action (with 1, = i, and By, integrated out) is invariant under the transformations

0oXH(z) = iec(z)0X"(z),
5Qbab = i(—:Tah,
doc’(z) = iecdyc”,

where Ty, is the total stress tensor Tx + Tgy. Invariance under this set of variations is known as BRST
symmetry.

BRST cohomology and physical states Let us introduce the BRST charge Qp. We will argue (loosely) that
physical states |¢) are in the kernel of Q as an operator (i.e. Qg|$) = 0) but not in its image ( A|y) such
that [¢) = Qp|p)). We call

ker(Qp)/Im(Qp) ~ Cohom(Qp) (17.13)

the cohomology. Along the way, we’ll prove that dg is nilpotent (52Q =0).
Why are physical states in the kernel of Qp? It’s because any observables of our theory cannot depend
on our choice of gauge. Consider the observable

(rl9) = [ DpT(pigy)es?

where ¢;, ¢ are some initial/final states and S[¢] is of the form So[¢] +dg¥ = So[¢] + {Qp, ¢}. T indicates
time ordering.

Let us change our gauge choice by changing ¥ — Y + ¥ (J¥ is not related to our Qp transformation).
Thus

8(5l9i) = [ D pugyeSWH1QY — [ Dpgigppetlol (17.14)
To leading order, this variation is
8(sl9i) = [ Do gitsi{Q 6%}
= (¢r{Qp, 0¥ }@i) =0,

where we require that this variation vanishes since our gauge freedom is a redundancy of our theory and
cannot affect observables. For this to be true for any J¥, we require that

Qslp) =0, (17.15)
where going forward we assume that Qg = Q. Thus |¢) € ker(Qp).
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Next, we argue that Q% = 0. We want Qp to be conserved, which means it commutes with the
Hamiltonian. Under a change of gauge, ¢ — ¢ + 1P, we want Q to still be conserved, and we can ensure
this by requiring that

[QB,0g(0Y)] = 0. (17.16)

To sum up, 0¥ is the change from the gauge transforamtion, d;(d¥) the effect on the action, and
[QB, 90 ()] the requirement that Qjp is still conserved. Thus

0= [Qp,{Qp, 0¥}
= —[6¥,{Qs,Qp}] — [Qs, {9, Qs}] = {Qs,Qs} =0.
We conclude that Q% = %{QB, Qp} =0.

Lecture 18.
( Wednesday, February 27, 2019

Today we’ll continue our discussion of BRST symmetry. Last time, we argued that the BRST symmetry
was related to physical states in a special way. We showed that the BRST charge Qp must satisfy

0} = {05 25} =0 (18.1)

for Qp to be conserved. We also required that physical states must satisfy Qg|¢) = 0, i.e. they are
Qp-closed.

Consider a state |{) = Qp|A) for some state |A) (i.e. a Qp-exact state). Clearly, such a state is Qp-closed,
since

Qpl¢) = Q3lA) = 0. (18.2)
However, notice that
(€l0) = (AlQBIA) =0, (18.3)
so such states have zero norm. More generally, if |¢) is a physical state (not necessarily Qp-exact), then
(912) = (9|Q58[¢) =0, (18.4)

In fact, though we haven’t proved it, such Qp-exact states decouple from the theory. That is, any correlation
functions with Qpg-exact states included will vanish.

Therefore the physical states we are interested in are in the kernel of Qp (Qp-closed) but not in its image
(Qp-exact). This is precisely the notion of the cohomology of Qp: all physical states |¢) must satisfy

|p) € ker(Qp)/Im(Qp) ~ Cohom(Qp). (18.5)

We might wonder whether there are still ghosts in the theory, but one can prove that the physical spectrum
is actually in one-to-one correspondence with Cohom(Qp) (the no-ghost theorem).

BRST charge for bosonic string theory Having discussed heuristically why we might be interested in
such a charge, let us try to construct it for the bosonic string. That is, we shall look for an operator Op
such that Q2 = 0 which generates our BRST transformations. Recall that our theory comes as two copies, a
holomorphic and antiholomorphic sector. We shall decompose the charge into its action on the holomorphic
and antiholomorphic sectors,

Qp = Qp + Qs (18.6)
and require that
Q3 =0, (18.7)
{Qs, Qs =0, {Qp Qs}=0 {QsQs}=0. (18.8)
What's our strategy to construct the charge? We require the embedding fields to vary as
doXH(w) = ec(w)oXH(w), (18.9)

where € is some Grassmann parameter and c is the c-ghost. Thus we get the anticommutator
[Qp, X (w)] = c(w)oX (w), (18.10)
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which looks like a conformal transformation! We can recover this from the charge

Qs = f_ 5cl2)Tx(z)
In fact, that’s not quite the whole story— we must also couple the charge to the ghosts, writing the charge
gr—imjidw(ndn+§gmm)- (18.11)
Recall that once the B,;, auxiliary field is integrated out, the gauge-fixed action was invariant under
[Qp, X" ()] = c(@)aX" () (1812)
{Qp,c(w)} = c(w)ac(w) (18.13)
{Qb,b(w)} = Tx (@) + Tyn(co). (18.14)

For example,
dz
b = —
{Qnb@}=¢ =
dz
z=w 2771

()(Tx (2) + 5 Ten(2)), b(w)}

(a(z)(TX<z> + 3T (2)b(w) +5¢(2) Tghb<w>)

_f = <(TX(Z) 3 Tn(0)) ;2 + 2cl2) <(Z_2w)2b(w) T leab(w))>

z=w 2771 z

where we’ve used the OPEs to do the contraction. Expanding in powers of z — w < 1, ¢(z) = ¢(w) + (z —
w)ac(w) + O((z — w)?), we have

Fommi (@) g2 (PR 270200+ 192 as

—w 27Ti z—w 2\ (z—w)? z—w zZ—w

But we now see that the (z — w)? pole does not depend on z in its numerator, and therefore does not
contribute to the contour integral. The last two terms in the parentheses give a copy of Tg(w), leaving

dz
{9, b(w)} ={Qp, b(w)} = i:w ﬁ(TX(w) + Tgh)z —0 = Tiot(w). (18.16)
With (perhaps a lot of) work, one can show that
D —26
(Qp, Teot] = =5 —c(w), (18.17)

which suggests that our charge will be anomalous in any D # 26. Thus Q% = 0 if D = 26, the same
anomaly we saw in the Virasoro algebra.

The BRST current and anomaly It is useful to define the BRST current
- dz
— — = — —15(2). 18.1
Qp=Qp+ 0B 2mA]B(Z) é: -/B(2) (18.18)
Our BRST current takes the form

jn(2) = e(2)(Tx(2) + 3 Tn(2) ) + 592,

where this last term drops out in the contour integral. The rest is what we could have read off. As it turns
out, the OPE of jp(z) with itself is

D-18 D—18 (D — 26)
3z = wp W) — gLy T 120z w)

and this seems pretty strange. Does this D — 18 factor mean that D is somehow both 18 and also 26?

jB(2)jp(w) = — c(w)o?*c(w) c(w)dc(w)+... (18.19)
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No. When we check Q%; = 0, we see that

(@0t = § = f TGz jnw))

2=0 2711 Jow=0 2711

dz dw . ‘
 Jamo 2mi ?[LJZO 5 /8(2)j5(w) OPE)

dz [ dw (D —26) 3
= — — |- 0 .
0 27t ?{wzo 2mi ( 120z = ) (@) c(w)
In fact, the D — 18 terms can be integrated by parts, and the two terms we have written turn out to make
equal and opposite contributions to the contour integral. Performing the dw integral, what remains is

{Qp,Qp} = —% i:o ;—;6(2)83(2). (18.20)

As we've presented it, the BRST symmetry was something that emerged from our idea of physical states.
But there’s another viewpoint— the BRST operator is actually the fundamental object which tells us the
structure of our theory. It tells us something deep about the constraints as we wee them through ghosts,
and the requirement that states are not in the image of the BRST transformation is the statement that we
are not interested in states which are pure gauge.

Lecture 19.
‘7 Friday, March 1, 2019

Today we’ll begin our discussion of scattering amplitudes in string theory, i.e. the S-matrix.

The big idea Recall that we found it useful to conformally map our worldsheet cylinder onto the complex
plane, or equivalently the Riemann sphere (C U {co}) with two punctures, using the map z = "7, What
if there are some initial and final states |¢;), [¢) in the picture?
We can encode the initial and final states in the Riemann sphere picture by inserting operators V;, Vy at
the punctures, where e.g.
9 = lim Vi(z)|0). (19.1)

But what if we want to discuss scattering? We could think of interactions between strings as described by
worldsheets with many boundaries. In the same way, we will assume that 3 a (conformal) map between
e.g. a state with two initial strings merging and separating (see diagram) to a sphere with four punctures.
We will also have loop diagrams, and these can be mapped to tori with punctures.'*

Note that there have always been two theories in the game- the physics on our worldsheet, and the
bigger spacetime it was embedded in. In order to properly discuss scattering amplitudes, we will need a
few preliminaries.

Scattering preliminaries What constraints on the ghosts are required for the limit

|¢) = lim ¢(2) 0) (192)
z—0
to exist? Suppose ¢(z) is of weight (,0) (a chiral field), such that
p(z) =Y puz "N (19.3)
n

Then the limit we want to evaluate is

: —n—h

lim ;qbz |0). (19.4)

Notice that for —n — h > 0, the terms go to zero as z — 0, but for —n — h < 0 these terms will generically
blow up as z — 0.
We can get a sensible limit if we require that

¢nl0) =0, n>—h, (19.5)

14We can definitely construct this from the “tree-level” interactions by “gluing” the punctured Riemann spheres together at the
punctures.
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and then
[¢) = ¢-nl0), (19.6)
the only mode that doesn’t vanish.
For the ghosts, b has weight 1 = 2 and ¢ has weight 1 = —1. This means that

c|0) # 0,c1]0) # 0 (19.7)
and

(O[c—1c0c41[0) # 0. (19.8)
There’s some freedom in how we choose to normalize the ghost vacuum. We can choose

(Ofc—1c0c41]0) =1 (19.9)

One can then show as an exercise that the expectation of the c-ghosts at three points (e.g. by a mode
expansion) that

(0le(z1)c(z2)e(z3)[0) = (21 — 22) (22 — 23) (23 — 21). (19.10)

The dilaton and the string coupling There’s also an interesting point to be made about the dilaton, the
scalar that popped out of our theory early on. We could consider the string as propagating in a spacetime
with a background of gy, (X), By (X), ®(X). That is, there’s other stuff like background curvature and EM
fields in the ambient spacetime. In that case, our worldsheet theory ought to be sensitive to this stuff.

In particular, the worldsheet metric would be modified to

1
S= -1 /)2 P/ =1, XP 9, X" g (X). (19.11)
This is hard to solve. We already needed perturbation theory just to discuss the string in a flat Minkowski

background- now we have some additional structure to perturb about. We might also pick up a factor

/ o/ —he™d, X9y XV By (X) (19.12)
P

i

S=—
4o’

with e? = (2 _01> . If we like, the B-field is just a two-form, and its contribution to the action is simply
the pullback of this two-form to the worldsheet.

There’s one last thing we could do— we could couple to the dilaton.
1
= — [ d*oV/—h®(X)R 19.1
S0 = 7 [ oV IO(X)Rs, (19.13)

where Ry, is the Ricci scalar on X. There are a few strange features of this— this isn’t at order 1/a’ but at
order 1. The structure of this coupling also looks different than the other two, as it is diff invariant but not
Weyl invariant. Moreover, if ®(X) has a vacuum expectation value (®(X)) = Py, then our action picks up
a contribution

1
So = P / d?0v/—hRy = ®px = Pp(2g — 2) (19.14)
b
where x is the Euler characteristic of X and g is the genus of the worldsheet X.
So in the path integral, the sum over genus is weighted by a factor of e®0. Our path integral has the form
o ,Py(29—-2)
e-0

z=Y " —
& T [CKG]

S
/M it / DbDDEDEDX [ [ (ju1|b) (i1 |B)e 5K, (19.15)
8 I=1

That is, in addition to the path integrals over the fields and ghosts, we must sum over all topologies with a
weight given by the dilaton VEV, where we call

g = e®o (19.16)
the closed string coupling constant.

For suppose we have a Riemann surface of genus g, weighted by ggg 2. Now if we have a closed string
state (e.g. a graviton) being emitted and then absorbed by X, this adds one more handle to ¥, and hence
increases the genus by 1. Thus ¢ — ¢ + 1 adds another factor of g2 to our expression, so we associate
a factor of g, with each additional “vertex,” i.e. one for the emission and one for the absorption in this
process.
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For now, we’ll assume the background metric is flat Minkowski and there’s no B-field. But there may be
a nonzero dilaton field.

Vertex operators How can we build operators that live in the BRST cohomology? Suppose we have an
operator ®(z,z) which satisfies

QB ¢(z,2)] = 9(cp), [Qp,¢(2,2)] = 0(c9). (19.17)

This is not chiral; it knows about both the holomorphic and antiholomorphic sectors of the theory. Then

v, = /2 Pz (2, 2) (19.18)

is BRST-closed. Given one such solution, we’ll get some others for free. Consider

U(z,z) = c(z)e(z)p(z,2). (19.19)
By linearity,
[Qp, U] = [Qp + Qp, U] = cdccp + ccd(cp) + barred expressions
= cdcCp + cCdcp + . ..
=0.

Thus U is BRST-closed.”” We have therefore constructed two BRST-closed objects, one local and one
non-local.

Lecture 20.
( Monday, March 4, 2019

Let’s continue our discussion of scattering amplitudes. We argued that if we have an operator ¢(z, z)
that transforms as

[Qp,¢] = 0(c¢) and [Qp, ¢] = (¢9), (20.1)

then we can construct two BRST-closed objects,

U(z2) = c(z c(2)p(z2), V= /Z P2 (2, 2). (202)

Since this U we have constructed is local, it would be nice if it also transformed properly under
conformal transformations. What sort of ¢s will satisfy this property? Assume that ¢ has weight (h, h).
Under conformal transformations, we have

5o = hdvg + vP + hdd + TO. (20.3)
Therefore under BRST, we have

[Qp, @] = h(dc)¢ + cog
= (h—1)(dc)¢ + I(ce).

Notice that ¢ transforms in the right way if # = 1. A similar argument for the antiholomorphic sector tells
us we also require the 1 = 1. Thus U and V are BRST-invariant if (h, i) = (1,1).

15The d¢ term goes away since it has a c2, and the two terms we’ve written cancel once we anticommute ¢ and dc.
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The tachyon Imagine mapping a scattering process from our worldsheet to the Riemann sphere with some
punctures. We might expect the tachyon vertex operator to tell us where the puncture is,

6% [xt — xt(z,2)] (20.4)
In momentum space, this becomes (after a Fourier transform)
/d26x 620 (xt — XF(z,2))elfn" = okuX'(22), (20.5)
We might therefore propose that
¢(z,2) = X" (22), (20.6)
Happily, this agrees with the state-operator correspondence as a momentum eigenstate.
Given this new operator ¢, will U and V be BRST-invariant? We have shown that ¢k X(22) has weight
. a'k? ok?
(h,h) = <4, 4) : (20.7)

For the tachyon, k2 =4/a’,s0o U and V will have weight (1,1). The tachyon vertex operators are then

Ur(z,2) = gec(2)é(z) : XXE2) . vy = gc/zdzz e X(22) (20.8)

Massless states Imagine a worldsheet embedding into a spacetime with metric

Suv(X) = v + Eyveik'x(z’z), (20.9)
almost Minkowski but with a little plane wave ripple in it. The action is
- _ 1 2 ik-X(z,2) UV
S= 57 /d Z(ryw +ee )aX aXV. (20.10)

Since we treat €;,, as a small (symmetric) perturbation, we may as well expand in powers of that perturbation.
Thus

/DX@’S[X} ~ /DXe*SO[X] (1 + 471“, / dzzeyuaXP’éXveik'X—i-...) (20.11)
b

where Sy[X] is the unperturbed action with g, = #,,,. These operator insertions tell us how to deform our
flat Minkowski spacetime into a slightly curved spacetime. That is, the insertion of an operator

/Z 2 €,,0X"IXVelk X (20.12)
results in an infinitesimal perturbation in g;,. This suggests that

¢(z,2) = €,0XFIX "X (20.13)

can be used to build graviton vertex operators. We checked the conformal weight of this object on the last
examples sheet- the weight of ¢(z,z) is

«'k? o' k2
1+—,1 . 20.14
<+4,+4) (20.14)

So if k* = 0 then the ¢ operator has weight (1,1), which tells us that our graviton candidate is massless.
The corresponding graviton vertex operators are

Ug(2,2) = gecteyy : 0XMIXVeRXE2) . Vo = gieyy / A2z : 9XM3X" ek X ;. (20.15)
2

As it turns out, if we add a small mass to the graviton then its vertex operators are no longer BRST-
invariant. There are also massive states in our theory, but the constraints on these modes are more subtle—
renormalization comes into play. We won't really discuss these except to note they exist.
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The S-matrix The S-matrix entry describing the scattering of 1 states using the vertex operators Vy,..., V;
is

= 3 23*2#/ s/ Ty = S .
Ay ;gc CKG| Mdt DchDchDXI]:[l(Mb)(Mb)

e~ Xbcbc]l_[c V.

ia

Here, we have a sum over genus g, an integral over moduli space M, a path integral over b, c, b, ¢ fields,
the path integral weight e~°, some Killing vector-fixing factors ¢(;), and of course the vertex operators
themselves.

At tree-level, we consider the ¢ = 0 contributions (i.e. spheres). The CKG is SL(2;C), and the moduli
space is zero-dimensional (all spheres are conformally equivalent). Thus the factors (y;|b) drop out of the
integral. We can fix the freedom in the CKG by choosing the 67 to coincide with the first three punctures. In
particular, it might be nice to select these to coincide with the operators Vj, V3, V3. Our amplitude becomes

A(gIO) _

3
n |CKG| </DchDche 8h gc )2(z;) >

x /DXe_S[X]Vl LV

g - 3
B |CCI<G| <H )2(2;) > (P1(z1,21) - - - P (20, Zn))
1 oh

= |CKG| /d221d222d223 (Uy(z1,21)UpUsVy ... V).

Lecture 21
( Wednesday, March 6, 2019

Last time, we wrote down an amplitude for an n-state scattering process at tree level,

Ay = |SL 2 C |gc /d221 Zn <HC E Z > ¢1(Zl,22>...¢n(zn,zn)> . (21.1)
be

One can show that

3
<H C(Zi)f(zi)> = |(z1 — 22) (22 — 23) (23 — 1) [* {0]c_1c0c1E_180C1 |0) . (21.2)
be

=1

What about this SL(2; C) volume? Remember, this corresponds to some gauge fixing in which we must
pick three points on the Riemann sphere to fix the SL(2; C) symmetry. It is natural for us to choose three of
the punctures as the points to fix the symmetry. Notice that under an infinitesimal SL(2; C) transformation,

z; — a1 + apz; + H3le. (21.3)

Here, a; are parameters defining the transformation. We can relate an integral over the space of a; (i = 1,2, 3)
to an integral over the locations of three punctures z; as

|J|2d?a1d%ayd?as = d*z1d%zyd%z3, (21.4)

where | is some Jacobian factor. In particular, it is

9z 1 z; z%
J = det aal +11 z Z% (Zl — Zz) (Zz — Z3) (23 — Zl), (21.5)
] 1 2z3 z%
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so we see that

3 _/=
1 B 1 |z —2)(z2—z3)(z3 —z1)|* <Hi:1 c(z,-)c(zi)>bc (21.6)
d2a1d2a2d2a3 N d|SL(2; C)l N d221d222d223 - d221d222d223 ' '
What we see is that the Faddeev-Popov determinant is correctly capturing the Jacobian factor in going from
d?z;s to d?a;s. So we interpret the \SL(lw factor as allowing us to fix the symmetry with the first three
punctures, so we can write the amplitude as
3
Ay :g?iz/d224...d32n <HC(Zi)C_(Zi)> <(P1(21,Zl)...(Pn(Zn,Zn)>X, (217)
i=1 be

i.e. we integrate over n — 3 of the punctures. Note that if ¢ = 1 (X is a torus), we integrate oer n — 1
punctures, and if g > 1 we integrate over all n punctures.

We can then compactly write the expression for A, in terms of the U;, V; vertex operators, where recalling
that

Ui = gee(@)e(z) iz 2), Vi=ge [ dap(z2), @18)

we have the amplitude
3 n
An=g° <H Ui(zi,zi)]—[vj>. (21.9)
i=1 j=4
Tree-level scattering with path integrals Consider the correlation function

(f1(21) .. pu(zn))yc = / DXe Mg, (21) ... du(z0), (21.10)

and introduce a source term to the action,
$;[X] = / 2], X, 1.11)
T

Then

S[X] + Sg[X] = — /Z PxIXPIX,, + /Z 2], X"

2o’

1 2 2
[ ex0x,+ [ dzxe

~ 2l
/EdzzYVDYH + % /ZXZdzzdzw]”(z)G(z,w)]y(w) +x”/ZdZZIV(Z),

1
27!

where we have integrated by parts and denote 0 = 90. In this last step, we have separated off the constant
part of X¥,

XM(z,z) = 2 + X'(z,2), (21.12)
and noticed that the derivatives in the first term kill the constant x¥, leaving us with Xs. We then denote
YF(z,2) = XP(2,2) — /Z PG (z,w)* (w, @) (21.13)
where G(z,w) is the Green’s function
G(z,w) = —%lln|z—w|2 (21.14)
satisfying
— %DZG(z,w) = 6% (z — w). (21.15)

In principle, this is just completing the square in order to decouple the Y# integral. If we define

Z[]) = / DXe SXI=5/1X], (21.16)



46 String Theory Lecture Notes

notice that up to zero modes which may be absorbed into the normalization of Z[]], we have

1 -
[0] ~ / DYeXp(—W /Z dzawayy), (21.17)
and so
_ 1 252, 26 v [ 2
Z[]] = Z[0] exp z/zxzdzd W] (2)G(z,@) Jy () '/d xexp| x /dz],,(z) (21.18)

There is a slight caveat, which is that DX = d26xDX = d?xDY, so we cannot discard the integral over zero
modes, though it still separates out.

In a quantum field theory, we would write down Feynman rules by taking derivatives of Z[]] with
respect to J, bringing down factors of the propagator. However, that’s not what we’re going to do here.

Tachyon scattering The amplitude for n tachyon scattering includes
<eik1.X(z1) otk X Zn) /DXE (X] Hezk X( zl (21.19)

If we wanted to, we could write this as

<ez‘k1~X(zl)‘_,eikn‘X<Zn>> /cDXexp( +sz - X(z ))

- /DXexp( /dzz]” ))

where JH(z,2) = —i Y} kly 6%(z — z;), so that we’ve constructed a “source term” and this amplitude looks a
lot like Z[]]. Substituting this J# into 21.18 then requires us to compute
n n
[ 2@ = =i ) [ @282z =2k = —i Y ky: (21.20)
Hence

/d26x exp(x”/ dzz] /d26x exp (ix" ka (27r)%0 5% (Z k”) (21.21)
b

j=1
where this integral has turned out to simply enforce momentum conservation.
What about the other integral with the Green’s function? Substituting in J/ gives us

1 1

2,72 _ 2,12 ) 2
szzd zd*w]"(2)G(z,w)Ju(w) = —3 2xzd zd wl;ki& (z = z1)G(z, w)kj,0"(zj — w)
Zk e ( ln|zi—zj|2>.
27
This has cleaned up nicely, and so
1 /
expf/ Pzd?w]"(2)G(z,w) u(w) = [ ] |zi — 2|~ 572
2 Jexz i£j
= 1_[ |Zi — Z]'|a/ki'kf
i<j

We find that
n_oo. B /
<He1ki'x<2ifzt'>> (2m)%5% (Z kw> [Tlzi — 2"k (21.22)
i=1 X i<j

To sum up, we found that the tachyon amplitude could be written as an integral with an action plus a
source term, which means that we can rewrite it (up to an overall normalization factor) in terms of our
factorized result 21.18 and compute the path integral explicitly.
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Lecture 22.
‘7 Friday, March 8, 2019

Last time, we went through most of the steps for evaluating our first string theory amplitude, the
n-tachyon scattering amplitude. We found that the integral over the zero-modes for the Xs gave us overall
momentum conservation, while the nontrivial bit gave us

(Pr.- - Pu)x = (27r)%06% (Z kiy> [Tz - z]-|“”<f'kf, (22.1)
i=1

i<j
which sort of measures the distance between the punctures on the Riemann sphere. Let’s get more specific
and set n = 3. We notice that

/

W'ky -y = % [(k1 k)2 — I3 — kﬂ, (22.2)
and using momentum conservation we know that k]f + kg = —k’; . Thus we can use the delta function to
write ,

wkiky = S (G -K - 1), (22.3)
and since tachyons have
K =—-m?=4/d, (22.4)
we can write this explicitly as
/
4
Wy k=52 =, (22.5)

2w
and similar expressions hold for the other a'k; - k]-,i j. Hence we have'°

3
1
_ 26 (26 p
19293 = (271)°°6 Kt . (22.6)
(Pr192¢3) x = (271) (l; l)|zl—zz|2|zz—232|23—21|2
However, this isn’t the whole story. The ghost contribution gives a factor of
|21 — 22[*|22 — 23]% |23 — 21|, (22.7)

and therefore we find that the amplitude is independent of the z;. Thus

3
Az = gc(27)%66% (Z k?). (22.8)
i=1
This isn’t too surprising— this is like the scattering of three scalar particles, and there isn’t that much we
could have written down that would be Lorentz invariant. We see that a “three-point vertex” in string
theory is associated to a single factor of the closed string coupling g.
We can kick it up a notch with n = 4. The n = 3 case was very simple because the ghosts cancel the first
three punctures— what if we have another one? Let us choose

z21=0,z2=1,z3 =4 — (22.9)
and take z4 = z to be integrated over. The amplitude for four-tachyon scattering will be
Ay~ <U(Zl)U(Zz)U(Z3)V4> (22.10)

where we now have an integral to perform over z; = z. The amplitude includes a factor

3 4
<Hqc‘l> [T Iz =% = [z 1 — 2k, (22.11)
=1

i<j=1
where we can derive this last expression using momentum conservation.
We can now introduce Mandelstam variables,

t=—(ky+ks)?, u=—(ki+ks)? (22.12)

16This almost looks like a Feynman propagator.
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so that e.g. ky - k4 can be written in terms of k1, k3 and therefore in terms of t. That is, we can write

a'ky - k4_—%—4 ks - k4_—%t—4 (22.13)

This is sometimes useful when comparing to field theory calculations.
We find that

4 :
Ay = $2(2m)266% <Z kf‘) / || /M2 | H/24, (22.14)
i=1 :
Introducing the gamma function

n) = l/o.oo y*le Vdy, (22.15)

the amplitude A4 may be written as

_ 3 27T (a(s))T (a(#))T (ae(ue))
A = g2(2m)*0% (ka> T(@(t) + ()T ((s) + a(1))T(a(s) + &(5)) (22.16)

i=1
where a(s) = —1 — %2 with

—(k1+kp)?, t=—(ki+ks)?, u=—(ky+ks) (22.17)

Notice that A4 is completely symmetric in the Mandelstam variables s, t, u. This is what we might call
a “duality” or “dual models.”"” String theory is a little different- since we can continuously deform
our scattering processes, we actually get the other Feynman diagrams for free. Hence a single scattering
amplitude at tree level contains the s, t, and u channels (up to an integral over moduli space).

Massless scattering For the tachyon, we argued that the vertex operator could be turned into a sort of
source term, which allowed us to exactly calculate the amplitude for tachyon scattering. One might wonder
if this technique generalizes for massless states, and ideed it does. Massless states have vertex operators of
the form

V= / Pze,,0XIXV ek X (22.18)

It’s a little more complicated than the tachyon operator. Introducing the dummy variables p and g, we can
write

9
ou {exp[ /d z(ky; —|—pWa ) XH(z, z)Jz(z—z])}} =i0X"(zj)e ikj-X(zj) (22.19)
Hi p;i=0
So this lets us write V as a pure exponential. Thus
N 02 0 d
€0 XX " X = —e,, ————ex {1/ 26% (2 — 2j) (kyj + Pju=- + Pjuz2) X" (2,2 } (2220
W Wapyjaﬁvj P s ( ])( uj P]yaz Pju 82) (z,2) R ( )

This is a lot like what we did in field theory, introducing a source, taking derivatives, and setting the source
to zero. Introducing now

0 )
- 252 z —2j) (ku; + oy 5~ 5 + i aZ) (22.21)

the n-point amplitude for massless scattermg may be written as

1’1 n— 1
= ) gn 2H< v ]apy apu ) exp(2 /szdzzdzw](z)](w)G(z,w))

with G(z,w) a Green’s function.
It is useful to split

p=0,7=0

(271, 26526 <Z k}l])
2222

XM(z,z) = 2t + XH(z) + XH(2), (22.23)

71n field theory we sometimes call these crossing symmetries.
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i.e. into a center of mass bit, a holomorphic part, and an antiholomorphic part. Similarly we write'®

/ /

G(z,w) = J"Eln z—w[? = f%ln(z —w) Lz -w). (22.24)

Lecture 23
( Monday, March 11, 2019

Today we’ll continue our discussion of the scattering of massless states. Recall that we had a trick of
writing vertex operators as “source terms” in the path integral, which we could differentiate and then set
sources to zero in, giving us the desired scattering amplitude.

Recall that we could write the vertex operator

X (z)e X5 = = oxpli [tk +ou50) %A -5)| b @D
9Py 0 p;=0
It is useful to split X into a center-of-mass part and its holomorphic and antiholomorphic parts,
XM(z,z) = 2 + XM(z) + X" (2),

and similarly we split

J(z,2) = 1 (2) + (2. (232)
The Green’s function also splits:
/ / !
G(z,w) = ‘% Injz - wf? = ‘% In(z — w) — IXE In(z — @). (23.3)
Explicitly, our source terms splits as
]
_ 2(
12(5 (Zk]Herj;,aZ). (23.4)

As usual, our theory comes with two ba51ca11y decoupled sectors. The amplitude may be written as

n
_ 1
= gl %|z1 — 22|?|z2 — 23|23 — 21 6% (Z kyj) /d224 o’z €§11)1/1 6;(1,12/"
=1

<]‘[ax” )eiki X (z) > <Haxﬂf X(zj >>

1 a"
8X” lk X)) = = WIjllp=pr=..— 23.5
<H " Bplm . apn‘un m ‘Pl P2 ( )

where

and
WIj] = exp (; [ Paoj@)j@)G, w)) (23.6)

is an action with sources. We can think of W as a generating functional, just like in QFT. Here, G(z, w) =
- "‘7/ In(z — w). If we do the integral, we find that

ek o pi - P o ki-pj
:|||zi—z-”‘k1k1/2xexp<2+2 . (23.7)
i<j ! 2=z —z)? 2 iz 2T E

Actually taking the derivatives is a bit of a pain for many-particle scattering amplitudes, but in principle it

is tractable. We can also compute amplitudes using a Wick contraction method- it’s a matter of taste which
way is preferable.

18We find that... we find that we probably should not start this now.” —-R.A. Reid-Edwards
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Example 23.8. Let’s consider three-point graviton scattering. Here, the polarization vectors €, are
symmetric and traceless to represent gravitons. Recall that three-point interactions are nice since momentum
conservation and the ghosts simplify our problem a bit. For three gravitons,

o o
a'ky - ky = E(k1 +k)? = Ek% =0. (23.9)
We therefore have )
|z1 — zj|“ k=1, (23.10)
and so 9
3 . / H1H2H3
[ToX" (z — 1)eliXE) ) = (“) T (23.11)
=1 2 ) (z1—22)(z2 — 23) (23 — 21)
with ,
THiH2M3 — ,7#1142](?243 4 ,7142}13](;‘1 4 ,7}43Hlk§’2 + %ké’lk?zk;{ (23.12)

where we used identities like k”le,(lll)v1 = 0 to simplify. Thus the three-point graviton scattering amplitude
comes out to

3
Az = gC(zn)Z()é% (Z kF‘j> €pyv Cpava €pzus THRESTARY, (23.13)

j=1
One can show that this agrees with (tree-level) perturbation theory in general relativity, where there’s some

identification between g, and the gravitational constant Gy in 26 dimensions. However, there might also be
interactions at tree level in string theory, higher derivative corrections to the Einstein equations.

One loop This is non-examinable material (no exam questions on loop corrections) but it’s certainly the
next natural step after discussing tree-level amplitudes. We integrate over the moduli space My, i.e. the
moduli space of the torus (genus 1 Riemann surfaces). Thus

1 1
Mi={t=m+inln > 0;—5 <7 < §,|T| >1} (23.14)

where z ~ z + 7. At one loop, the amplitude is given by

1
U@ < U] S,
That is, this prefactor is equivalent to dividing out by the surface area of the torus. The weird inner products

2
Ap dT—T / DbDEDcDE (i |b) (1 |D)e 50l (v .. Vi) elz1)e(z1). (23.15)
2

are then -
_ 1 2 2z
(elt) = 5 /Zd z( = )bzz. (23.16)
We can compute this explicitly. Consider the worldsheet metric
0o 1
hapy = (1 2> (23.17)
7 0
under the deformation hz; = 0 — €. We find that
ds® = dzdz — (1 + e+ &)dZ'dz + O(€?), (23.18)
with 2/ = z + €(z — 2) + O(€?). Looking at z’ ~ 2z’ + T/, we see that
T = 1+e(%) +0(?). (23.19)
We know % and ?TZ and we have
i
afhzz‘ - g (2320)

Compared with tree level, we have b-ghost insertions in the ghost path integral.

However, observe that the Green’s function also changes now that the topology of our Riemann surface
has changed. G(z, w) is more complicated due to periodicity requirements. Such requirements will lead us
to introduce “theta functions” from the study of partial differential equations on manifolds of interesting

topology.
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We may ask whether our theory has divergences after we introduce loops. It turns out that it does, but
these aren’t UV divergences— they are associated to a tachyon, which is not present in the superstring
theory. It seems that this theory is perturbatively finite to all orders.

Lecture 24.
( Wednesday, March 13, 2019

Today we’ll resolve some lingering questions about string theory in curved spacetime, starting with
remarks about &’ ~ I2. We’ll think about a’ corrections to general relativity, for instance.
Consider modifying the Minkowski metric to a general metric,

My = &uv(X). (24.1)

In general there could be some other fields in our theory like a B-field B, (X) and a dilaton ¢(X). Hence
the action of our theory gets contributions from all of these,

S[X,h] = Sp[X, h] + Sg[X, h] + S4[X, h] (24.2)
where p indicates the Polyakov action,

1
4o’

Sy =— /2 2™ gy, (X)9, X2, X" (24.3)

Since the components g,, now depend explicitly on X, this action and theory are in principle highly
nonlinear.

To have a chance at solving this, we expand X" = Xg + ¥, where Xg is a classical solution and #" is a
quantum correction. For instance,

1
8u(X) = G (X5) + 3 Ryne (Xo)' 7 + ... (244)

where one could show this e.g. using Riemann normal coordinates. Hence the Polyakov action takes the
form

1 i ; 1
SyIX + 1] = SplXol = 7 [ PV Vo T -

4o

/2 "oV IR i1, (X0) 2 XL XY + ...
(24.5)
with lots of other corrections to higher powers in #. This first term looks rather like a propagator, while the
second is some sort of four-point vertex.
Exact solutions are rare, unless we are lucky or clever.'” Hence we must resort to perturbation theory—
worldsheet perturbation theory.
In flat spacetime, we had some nice properties of the stress tensor:

Ty =0, Tyy=T__ =0, T =0=Tr(Ty). (24.6)
Is it still true that (T;—) = 0 when we do perturbation theory? Let us start with the conservation law,
Va(Tw) =0, (24.7)
so that
Vi(Tis)+V (T-4) =0. (24.8)
Switching to momentum space on £ with the momenta q_, g4, we have
4—(Tr+) + 4+ (T—+) = 0. (24.9)
The computations are not too illuminating, but we’ll outline the proof here. We're interested in
(Ty)) = / Dy Ty y e S0l (24.10)

To perform perturbation theory, we'll need to expand in something dimensionless, namely «’ divided by
some length scale squared. The relevant length scale will be given by the curvature of the background

194In this business, we’re more often lucky than clever. Maybe that will be different in the future- that’s up to you lot.” -R.A.
Reid-Edwards
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spacetime. That is, we expect these corrections to be valid when &’ is small compared to the curvature of

the background.
Contributions to (T ) include some loop diagrams like
<8+;7i8+17i /2 dZU’R},ijvaqu(a’)a”XH(U/);yi(U’)nj(U’)> : (24.11)
We can rewrite this as
1 y
(Tyy) = —ZLZ%RWVE)HXSG”XSU’] (24.12)

where 7'/ is just the Minkowski metric (unrelated to our perturbations). Similarly,
1
(T_}) = ZRwaaX{;abwa. (24.13)

Critically, this is perturbation theory on the worldsheet, not in terms of string scattering. According to
this calculation, there’s now no guarantee that the off-diagonal elements vanish, though this is okay if
Ryuy(Xo) = 0.
Moreover, we could get contributions from the B-field and the dilaton:
_ 2 b
Sp =~ o /Z v/ he ™9, X1y XV By (X) (24.14)

1
Sp=—4- /)2 PoViRs¢(X), (24.15)

where € is the totally antisymmetric rank two tensor. Taking the entire action to be the sum of a Polyakov
action and the B-field and dilaton contributions, we get more Feynman rules and more corrections. If we
calculate these corrections, we find that

1 1
(T—4) = g (RW - ZLHﬁv + 2v},vnu¢> 3a X5 9, XYh

1
+ 5 (VA = 2V pH ) 2. X5 0, X e

L2 ¥Ry 1 awp) — av2) )auxta, X + O
+zx’(2+2(_ +§+( ¢)” — ¢)>a0b0y +0(a’?).
These lines represent contributions from the metric, the B-field, and the dilaton respectively. We haven’t
included the ghosts— as it turns out, they are largely indifferent to whether we’re working in flat or curved
spacetime, and will just modify the D/2 term in the dilaton contribution (the third line) with a D — 26.
Also, note that we have to work to two-loop order in the dilaton because it does not come with a 1/« like
the other actions.

For these to be classically compatible, we may think of the vanishing of the trace of the stress tensor as
giving us three equations of motion for g,y (Xo), By (Xo), ¢(Xo). These can be derived from the action

1
5= / A2 /ge 2 (R 4V — 12H2>. (24.16)

In fact, the equations of motion which emerge are precisely the equations of general relativity. This is
remarkable. From a quantum consistency condition, we have derived Einstein’s equations.

Can we go further? It takes more loop corrections, but it can be done. By performing the two-loop
calculations for S,[X], we find that

/
b4
Ry + ERH,(MRV"M +...=0, (24.17)

which represent higher-order “corrections” to general relativity.

The problem is then to find a background metric, B-field, and dilaton that solve the equations of motion
to all orders in loop calculations, and then do perturbation theory. This is really hard- it requires us to
perform high-order loop calculations just to write down the equations of motion. We don’t have a general
scheme for solving these equations, so we will have to be clever, lucky, or both.
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T-duality There is however one trick we have to solve the equations. Consider a spacetime

Mae =Ryp4 x S, (24.18)
exact to all orders in &’ with B, ¢ constant. Let the 25th (i.e. the periodic S') coordinate satisfy
X% (0 +277) = X*®(0,7) +271Rm, m € 7. (24.19)
Thus
X2(0,7) = x +a/p®1+ mRo + Y_ (oscillations). (24.20)
n#0

Also, we'll take p?® = n/R,n € Z, so that the momentum is quantized by periodicity. The mass spectrum
of such a theory is
n2
R2
Hence there is energy in the oscillations (the last term, where N, N are oscillation number operators) and
also the winding number m.

We notice there’s a symmetry of this spectrum. If we interchange

1 _
M2 =o' ymZRZ +(N+N-2). (24.21)

m< n,
o R?
R W
we see that the spectrum is left unchanged. In fact, it goes further- this is actually a symmetry of the entire
theory. That is, by exchanging the momentum number and the winding number, and then inverting the
radius, we get an equivalent description.

These statements generalize to other spacetimes with interesting geometries and topologies— not just tori
and handlebodies but Calabi-Yau manifolds. This tells us that the string sees a structure not present in
standard Riemannian geometry. In some sense, this is our first hint of a structure of spacetime beyond
Einstein’s geometric description, and it has led to much interesting research into what a (or the) theory of
quantum gravity might look like.
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